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Abstract

Mesoscale modeling can be used in the forecasting of heat veanesn the
understanding of their effects. The main goal of this stutly &valuate the ability of
WRF-ARW to reproduce accurately an episode of extreme tetaupesa The heat
wave of July 2006 over California has been chosen as the periaddgfeand two

areas of different topography, land cover, and climate chardicte@se focused on:
the San Joaquin Valley and the Central Coast Valleys.

The simulated air temperature is compared with the CIMIBstdata for evaluating
the simulation of the diurnal cycle of air temperatures. Theulated skin

temperature is compared with MODIS Land Surface Temperatureveds to

evaluate the spatial distribution of the error in the simulatioskaf temperature.
Wind field, land cover and soil moisture are used to help in the diagobsie

simulation errors.

Two main questions are addressed:

How well can WRF reproduce the spatial and temporal charaeétextreme heat
events?

What is the relation between air and skin temperature?

The results show that the accuracy of the simulations variesthégttime of the day,
the day within the heat wave period, and the location of the statioreriidrein the

simulation of air temperature is lower during the early hourshefdaytime and
increases during the afternoon as the sea breeze is overedtbgat/RF. Within the
areas covered by the observation stations, the bias is npasitive, both during
daytime and nighttime.

The spatial distribution of the error in the skin temperature f®lconsistent from

day to day and depends on land cover type. Within the Central Valteated



agricultural areas show a warm bias both during daytime and meghttihile edge
non-irrigated areas have a cold bias. The relationship betweemndir skin
temperature depends on the response of both variables to wind fielddattbma In
the San Joaquin Valley, their relationship varies between day ghntwhereas in the

Central Coast Valleys it is similar.



Introduction

August 2003 in Europe and July 2006 in California are two record-breakatg he
waves that contributed to raising the awareness on the fishese extreme weather
events. The intensity and duration of both of these events concurredkéotimesn
historical heat waves with many socio-economic consequenaggnga from
exceptionally high mortality rates and devastating forest fwesower outages and
agricultural losses due to crop failures and livestock deaths (Fired.,eR004;

Kozlowski and Edwards, 2007).

The IPCC report of 2007 (IPCC, 2007) projects an increase in theefiey and
intensity of extreme heat events over the century both in Europ&lartt America.
Several studies have indeed showed that a warmer world would m¢heassks of
extreme heat events (Beniston, 2004; Gershunov and Cayan, 2008; Meehl and
Tebaldi, 2004).

Two main factors are regarded as triggers to heat waveopeweht: the synoptic
upper-level state of the atmosphere and the soil moisture.

Heat waves are usually associated with upper-level high peegmiterns aloft
(Grotjahn and Faure, 2008). The ongoing increase in greenhouse gasedration
in the atmosphere intensifies the current circulation patterqmnstble for heat
waves over Europe and North America (Meehl and Tebaldi, 2004). Recsntbral
studies have investigated the relation between negative soil mo@stanealy and
heat wave development (Fischer et al., 2007b; Zampieri et al., 2009)ieandbe

how soil moisture impacts the atmosphere through feedbacks involving clssidine



surface albedo, relative humidity and upper level atmospheric ciculane of the
key points being the role of soil moisture in partitioning latemd aensible heat
fluxes.

The usual proxy for the study of heat waves in dry air reggonk as California is
surface air temperature. Surface air temperatugeig¢Irelated to the surface energy
balance and the state of the atmosphere within the boundary layer.edtsily
accessible and measured with high accuracy but the data ase apdrmany areas
are not covered.

Since the 1970s and the beginning of the satellite era, anothemthenable, the
skin temperature, is available, with a worldwide coverage. Kme temperature
(Tskin, @lso called Land Surface Temperature) is a radiative textoperderived from
radiances measured by a radiometer remote from the surfaseislially an average
of various soil and canopy temperatures and depends on the sudpedips more
closely than Tmaking it a key variable to the study of surface processes.
Mesoscale modeling can be used either as a forecasting tochoiragestigative one
to understand better atmospheric processes. The Weather RemedrEorecasting
model (WRF) has proven able to predict weather patterns with goachagdut the
location of the study as well as the set of schemes and pgararokosen for the runs
can greatly influence the distribution and magnitude of the ef@ase et al., 2008;
Cheng and Steenburgh, 2005; Chiao, 2006; Fovell, 2008; Michelson and Bao, 2006;
Sauter and Henmi, 2004). The simulation carried out in this stuclyaltenging for
the model because of the extreme temperatures in this unusualfevesit, 2008)

and because of the complexity of the terrain in California (Sauter and Henmi, 2004).



The main goal of this study is to evaluate the ability of WRRF model to simulate
accurately a heat wave event such as the 2006 heat wave over California éatisin t
of spatial distribution and daily temporal evolution. The use of stamonsatellite
data gives a complementary set of observations with respeckiigrytemporal and
spatial resolutions. Also the study of the relation between theeaperature
measured by station sensors and the radiative skin temperatigeeck from the

satellites gives insights into the land-atmosphere interactions.

Section 2 briefly describes the 2006 heat wave over Californigsanduses. Section
3 and 4 present the models and observation datasets used for theexigerThe
results are presented in section 5 with an emphasis on the diydal of
temperatures, the spatial distribution of the skin temperature amelatien between

skin and air temperature.



1. 2006 Heat wave over California

The first factor for the development of a heat wave is the sgnsipation. Extreme
heat events are generally associated with upper level highuprgsstterns aloft that

generate large scale descending air and compressional heating.

1.1. 500hPa Geopotential Height

Previous composite studies (Grotjahn and Faure, 2008) focusing orethetipn of
the hottest heat waves, describe the upper level flow leading tine tonset of the
event as the progressive development of a ridge-trough-ridgerplitated between
the California coast and the mid-Pacific.

Figure 1(b) represents the synoptic situation averaged ovetutiagion of the heat
wave (from the 19 to the 28' of July 2006) for the 500hPa geopotential height
compared with the climatology (Figure 1a)). Climatology of thehB@0 heights
consists of a weak upper level high centered over New Mexico vastewy winds
over California.

During the 2006 heat wave, the main upper level anomaly was the unusngthst
and westward extension of this semi permanent summertime FRaped 1a and b)
associated with an upper level trough over the northeasternicP@aéan. This
expansion of the upper level ridge above California resulted in thenmeef a
strong high pressure pattern aloft which increased the surfadengperature by
enhancing sinking motion dynamically and by the topography tiaeased the
compressional heating of the lower troposphere The morning surface bolayaa
inversion was amplified trapping more effectively the solaratazh thereby leading
to the record high temperatures later in the day(Grotjahn, 2009). Another consequence

was the reversal of the upper level flow over California freesterly to southerly



bringing the North American monsoonal moisture from Mexico anctbier raising
the dew point temperatures and precipitable water values to Uniesteds

(Kozlowski and Edwards, 2007).



Long Term Mean hgt m
: y : @ Divlefen

[Ci 140 1204 100 8un B s 20
NCEF Reanalysis Products Pressure Level GrADE image

~ Mean hgt m

160 180w 1400 120% 100y Aoy ot
MOUER |Reanalysis Daily Averages Pressure Level GrADS image

Figure 1: 500hPa Geopotential field.
a: climatololgy (daily long term mean) averaged fron 19 July to 29 July, b: averaged over feat

wave period, daily means averaged from 19 July to @ July, figures from
http://www.esrl.noaa.gov/psd
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1.2. Sea level pressure

The climatology for the sea level pressure patterns,lastrdted in Figure 4(a),
consists of a weak thermally-induced low along the Nevada arididtaler 500hPa
Geopotential Height extending northward to the Great Basin and dobafed in the
northeastern Pacific Ocean bringing northwesterly winds toflest Coast of the
United States.

Previous studies of composite anomaly maps found that heat wave€alfernia
are characterized by surface pressure patterns consmt@gurface high over the
southern and central Great Plains, a surface low off the Ca#ifooast, and a broad
high west of the state of Washington’s coast (Gershunov and Cayan, Z068g
features are similar in location to the climatological situabut are stronger, as seen
for the 2006 event (Figure 4) with an especially deep thermalthroegtered over
southern California and Arizona.

This deep thermally induced low-pressure center along the Cogst@sey role in
the intensity of the heat wave. Indeed, the location of this trough getiexratrong
sea level pressure gradient (SLP) directed offshore and revkesesterly flow to a
weak easterly one. These two consequences combined to prevent the lager
from penetrating inland at night, which is the typical response tothitamals
generated inland during the day. Another factor is related to taplgr As the
easterlies flow down the Sierras, the air sinks, thereforenimg up. This additional
factor added to the absence of the typical sea breeze to duwdwat away yielded
to an accumulation of the heat from day to day with less radiageded to heat a

layer already warm.



Figure 3: Same as Figure 1, for Sea level pressure
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1.3. 850hPa Air temperature

Generally (i.e. climatology shown in Figure 6), the 850hPa temperaissociated
with the upper level geopotential height is higher over the southwedte. during

the heat wave of 2006, this high temperature area expanded to theowees
California and strengthened. The highest anomaly is centerékeotoast, a feature

common to all of the hottest heat waves over the Central Valley (Grotjahn, 2009).



Long Term Mean air

1B0W 1400

180%W 140n¢ 120 100 Ao

wed HCEFP Reanalysis Products FPre

Figure 5: same as Figure 1 for 850 hPa air temperate

2sa DTylefsn

gAY 40 ) [

sure Level GrADE image

14



QoM -

180 16w 140 0 B D

A50mbk TEMPERATURES (T}  11-—D&Y ANOMALY FOR:

Wed JUL 19 2006 — Sot JUL 2% 2006
WCER OPERATIGHAL DATASET

4N

401 4

+IN

Lk

ELLE

32+

FIN 4

FAH 4
!il.'!B'l'!' T2 124 W 2 W W 11 ey 1w

A5(mb TEMPERSTURES (& 11—04Y ANOMALY FOR:
Wad JUL 19 2008 — Sat JUL 25 20086

Figure 6: same as Figure 2 for 850 hPa air temperate

15



16

1.4. Soil variables and surface energy balance

If the synoptic patterns are presented as the triggers to thiopi@ent of extreme
heat events (Grotjahn and Faure, 2008), several recent studies havetlsktoland-
atmosphere feedbacks contribute to the intensity and the persistethe heat waves
(D'Andrea, 2007; Fischer et al., 2007a; Fischer et al., 2007b; Zaitclaik, &006;
Zampieri et al., 2009). Many hypotheses for these feedbacksased upon a shift in

the distribution of surface heat fluxes between latent and sepsitite(Fischer et al.,
2007b; Zampieri et al., 2009) highlighting the role of the radiation budgehe
surface. The net radiation available at the Earth’s surfatieeialgebraic sum of the
upward and downward shortwave and longwave radiations that reach thes Earth’
surface. A part of the Sun’s (shortwave) radiation reachintatiteis absorbed by the
surface (downward, hence negativep)(Sanother part is reflected by the Earth’s
surface (upward, diffuse short wave radiatiog)(SThe Earth’'s atmosphere and
surface emit longwave radiation, respectively downwag) dnd upward (L).

The sum of all inputs and outputs radiation yields the net radiation flux at the surface:
Q) Rnet= §+ S+ Lpt Ly

The term ly contains information about the skin temperature since, due to the very
small heat capacity of the land, the variation in solar radialong the day almost
instantaneously results in a warming or cooling of the surface.

The term lp (negative) is related to air temperature since it is St of all
downward radiative emission by the atmosphere that reaches the surface.

Rnetis almost constant and slightly negative during nighttime andiymsgiith a peak

near solar noon during daytime.
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At the surface, this net radiative flux is partitioned between three heas:fluxe

E: latent heat flux (through evaporation). When evaporation is takange,pthe
surface looses energy to the air above (positive latent heat flux).

H: sensible heat flux (through warming of the atmospheric boundgey)laH is
directly proportional to the difference betweegi.fand T;. When the surface is
warmer than the air above, an exchange of heat takes place, thrandicton
firstly. Then the warmed air circulates upwards by convection.

G: conduction of heat into the ground

() Rg=H+E+G

R« —G js the available energy at the surface, which is thereforetipaéil into

either sensible heat or evapotranspiration (Norman et al., 1995). $bthes moist

and/or covered with vegetation, much of the incoming energy goesvaporating

water (latent heat flux), leaving less to heat the air.h& soil is dry with no
vegetation, the surface layer of the land looses more energy thseugible heat
(assuming all radiative quantities being unchanged) and thereforeases the
temperature of the air above. Thus, over a moist surface, thesrateall, typically

0.1 over the sea, 0.2 over irrigated orchards or grass, and over dryt asdasger,

with typical values of 5 in semi-arid regions.

Several studies have recently tried to explain the mechanismseatf waves
development by investigating the surface energy budget. Usthgr esatellite

imagery based energy budgets (Zaitchik et al., 2006) or regioaeling (Fischer et
al., 2007b; Zampieri et al., 2009), to investigate the processes anddkgdtvolved

during the 2003 heat wave in western Europe, they find that the thadies in the
heat wave do not have an unusual net radiation flux, but that drisrcsnited by

high temperatures and lack of precipitation result in an abnormatigrang of
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energy at the land surface with a shift towards sensible heatvway from latent
fluxes therefore deepening the PBL height (and increasin@thneen ratio). The
decrease in latent heat flux and increase in sensible heatdiaokine to heat the
near-surface atmosphere and reduce the transfer of turbulent emérgyPBL. A dry
soil warming quicker than a moist one, the longwave radiation fromgithend
towards the air is also increased, and therefore, assuming eesarfargy balance,
the available energy at the surface (Rnet-G) is decreased waiith the heat fluxes
away from the surface (H+E). A deeper PBL height, assakciaid lower potential
for convection (through a lower amount of Moist Static Energy perairf®BL air
(Hohenegger et al., 2009), adds up to the lower transfer of energyheosarface to
the atmosphere to decrease the chance for convective premipitiere is therefore
a positive feedback with drier soils associated with lower precipisti

Those studies focus on Western Europe and the mechanisms discussedateefor
deduced from observations and simulations specific to the European .s&tiang
nature of land-atmosphere feedbacks described before depeng gretité location
and type of land cover (Adegoke et al., 2003) so that one has to dfal agnen
considering these results for California. A soil moisture-teatpee relationship
exists in California too (Adegoke et al., 2003) but the precipitammhwind patterns
are different. In Europe, average precipitation rates for thgpédidd varies between
0 in Southern Spain to above 4mm/day over Switzerland, Austria and southern
Germany, while California hardly receives any precipitationinduthe summer
months allowing the soil in non-irrigated areas of the stateytoul: Therefore, the
soil moisture is expected to be less of a factor for heatsviav€alifornia. The land-
atmosphere feedbacks investigated over Europe however are ntel@vathe

persistence and intensity of extreme heat events over California.
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20

2. Observational data

2.1. Surface station data

For this study, the temporal characteristics of the 2006weeat over California are
identified based on the measurements from the CIMIS weathienstaetwork (Hart
et al., 2008).

The California Irrigation Management Information System (CIMffBogram was
introduced by the California Department of Water Resources hendJniversity of
California, Davis in 1982. The original goal of the CIMIS network waprovide
evapotranspiration data to California’s growers to improve waterbysbelping
irrigation scheduling. There are over 130 computerized weather stdticated at
key agricultural and municipal sites throughout California providing cehgsive
and timely weather data to a large users group including faynfieefighters,
engineers, researchers, meteorologists.

The hourly data that are used for this study are hourly averagé® obnsecutive
sensor readings.

The stations are grouped into Evapotranspiration regions with homogeneous
characteristics. These regions are described in Figure 8.ollbeihg study focuses
on two of these regions: the San Joaquin Valley (SJV) and theaC€ptst Valleys
(CCV). The Central Valley is surrounded by mountains (Tehadfiapntains along
the south edge, coastal ranges along the west side, the SeasadaNMountains on
the east side, and the Cascades on the north end) and thereforefewitbxaeptions
is largely protected from the penetration of the sea breemeth® contrary, the

Central Coast region is directly exposed to the maritime airflow
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2.2. Satellite data

The spatial analysis of the heat wave will be performed Wwehhelp of the MODIS
Level 2 Land Surface Temperature product.

Two Moderate-Resolution Imaging Spectroradiometer (MODIS3@s are currently
operating onboard the polar orbiting satellites Aqua and TEaeh of these satellites
has two overpasses every day (one ascending and one descending) teaaing
MODIS temporal resolution of 4 overpasses a day. For Cal#gpthe times of the
overpasses are around 600UTC (2300Local Time) and 1800UTC (1100LT)rfar Te
and around 1000UTC (300LT) and 2200UTC (1500LT) for Aqua. It is noteworthy
that these times, especially the Aqua ones are close tontee 6f maximum and

minimum temperatures and are therefore very relevant to the study of veat wa

MODIS is a 36-band spectroradiometer measuring visible andedfradiation, at
different resolutions. The first two bands cover the visible redread infrared and
have a 250m pixel size. The next five have 500m spatial resolutiort®aadseveral
bands in the visible, near infrared and Shortwave Infrared spbeimds. The other
spectral channels have a 1 km resolution and include several barus visible,
near-infrared, middle infrared and thermal infrared for ocean anodsptmere studies

and land thermal monitoring. The swath width covers 2300km and provides daily

world-wide observations (Chuvieco and Justice, 2008).

The MODIS Land Surface Temperature (LST) is retrievednfiThermal Infra-Red
(TIR) data. It is defined as the radiation emitted by #med |surface observed by
MODIS at the instantaneous viewing angle. Its retrieval isapon a split-window

technique first developed to retrieve sea surface temperdiorassatellite data
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making use of the differential absorption in two adjacent infrared channels. Qe of t
major limitations to thermal infrared imagery is cloud contamination shrecéhermal
Infrared signal cannot penetrate clouds to reach the satellieder for the LST not

to be mixed with cloud-top temperature, MODIS LST is only re¢tein clear-sky
conditions. The detection and elimination of partly or totally cloudyelpi is
performed through the use of cloud detection algorithms, which usualtypetests

on several visible and IR channels.

Satellite-retrieved land temperature has multiple usest &irall, it can be used to
determine the spatial variations and boundaries of near surfaceratumedields.
Color enhancements provide a quick and easy way of tracking changee
temperature field over time. Also, because this temperaturespamds exactly to the
temperature of the interface between land and atmosphererelkaised with, and
contains a lot of information about the processes of exchange afyeaed water

between land and air.

For this study we use the level 2 MYD11 L2/MOD11 L2 Aqua/Terradypects
generated from the MODIS sensor radiance data product (MODOR1khé
geolocation product (MODO03), the cloud mask product (MOD35_L2), the quarterly
landcover (MOD12Q1), and the snow product (MOD10_L2). The output file contains
Scientific Datasets (SDS) of LST, quality assurance (Q#&dreén LST, emissivities

in bands 31 and 32, viewing zenith angle and time, latitude and longitudhesgeanf
latitude and longitude for every 5 scan lines and 5 pixels), locddwes, and global
attributes. This LST product is generated by the generalizagwspdiow LST

algorithm (Wan and Dozier, 1996).
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This algorithm utilizes the longwave window channels 31 and 32 andicieef$

varying with the viewing angle. The split-window algorithm equation is:

T:C+(A1+A21-_8+A3 &j %{Bﬁsf—ﬂsg gj T+ T,

2 2 2
&= 0.5(531 + 532)

& & & &
Ae=&3 — &,
T refers to the skin temperature. The subscripargl 32 refer to the channels used for
the measurement, so herg @nd T, are the brightness temperatures measured by the
channels 31 and 32.
The emissivitiesr are estimated from land cover types and may veey avithin a
land cover type, for example because of differeiitraoisture contents. Ai, Bi, and C
are coefficients computed from the transmittancg emissivity of the land surface
and depend on viewing zenith angle (in range ob@e@rees) and on ranges of the air
surface temperature and column water vapor. Ondglpiidentified as clear-sky are
processed.

The spatial resolution of the products retrievethwhis method is 1km.
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3. Description of the models

3.1. Weather Research and Forecasting Model

Temporal and spatial resolution along with foreicgstpossibilities make models

essential to the understanding and capture of weatlents such as heat waves.

The Weather Research and Forecasting Model (WR&)state of the art mesoscale
atmospheric simulation model designed for use HWothresearch and operational
purposes. It solves the compressible non-hydrodtatier equations in flux form with
mass-based terrain-following vertical coordina®safmarock et al., 2005).

Previous studies have shown that WRF’s output teatpes fields are less accurate
for summertime high temperature situations (Caltheelal.,, 2009; Fovell, 2008).
Cheng and Steenburgh (2005) suggest that an immmeavein the soil initialization of

the LSM would lead to more accurate weather foitscas

This study aims at evaluating the performance of PA reproducing the 2006
California heat wave. The WRF model output variabléemperature at 2m’ and
‘Skin Temperature’ are especially relevant and ilcompared with observations to

assess the accuracy of WRF predictions.

3.2 NOAH Land Surface Model

As described in Section 2 the processes involvetthendevelopment of heat waves

are the result of a complex contribution of so#tes and atmospheric dynamics
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through water and energy fluxes at the surfacerefbee, the way the land surface
and subsurface is modeled is crucial for the sitrarieof a heat wave.

Atmospheric models such as WRF are coupled withdL8arface models (LSM)
such as the community NOAH Land Surface Model edmmt surface fluxes used in
the simulation of atmospheric variables.

A LSM requires 3 types of input: Initial conditiofisitial state of the land), boundary
conditions (upper and lower fluxes and states alalbed atmospheric and soil
forcings) and parameters (functions of soil typegetation and topography).

From these inputs, LSMs solve the governing equoatiof the soil-vegetation-
snowpack medium and predict the fluxes and sdista

NOAH calculates all the soil variables such as wailperature and moisture but also
the interface quantities like sensible and latezdtHfluxes, evapotranspiration flux
from the vegetation, and fluxes at the canopy level

Skin temperature is calculated following (Mahrt dfkli 1984) by applying a single
linearized surface energy balance equation, giyen b

T R, -AE-G T
" pC, Gy (U

(Where TEuin is the skin temperaturd?,, is the net radiation (W.H), AE is the latent
heat flux (W.nf), G is the ground heat flux (W:f p is the air density (kg.i), C,

is the air heat capacity (JHK™), C, is the surface exchange coefficient for heat and

moisture (dimensionless)),lis the surface layer wind speeth€”), T the air

temperature.)
This equation is an expression of the surface gnieatance expanded such that the

skin temperature term appears.
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3.3. Land Information System

The Land Information System (LIS) is software depeld by the Hydrologic
Sciences branch at NASA’'s Goddard Space Flight €2eniesigned for high
performance land modeling and data assimilatiom{&uet al., 2006). The goal is to
integrate satellite data, ground observations dath modeling reanalyses data into
land surface models to produce land surface vasalduch as soil moisture,
evaporation or heat fluxes. Its high flexibilityads the choice of several LSMs. We
use the community NOAH Land Surface Model coupledthwVRF in our
experiments.

LIS can be run offline using atmospheric forcinggg( North American Land Data
Assimilation System (Case et al., 2008; Mitchellakt 2004) to drive one of the
available community models (e.g. NOAH).

LIS can also be run coupled with WRF to integrdte soil quantities into the
atmospheric modeling then used as the forcinged_8iM.

LIS has been tested for its abilities to reprodsmiémoisture at regional scale and the
results show that small differences in soil moistaan lead to several degrees of

difference in the simulated 2m-temperature fiel®gibvoy and Anantharaj, 2007).

3.4. Experimental design

The simulations in this study are carried out uding ARW (Advanced Research
WRF) dynamical core of the version 2.2 of the WentResearch and Forecasting
Model developed at the National Center for AtmosjgghResearch (Skamarock et al.,
2005).

Four soil layers and twenty-seven levels are cametl on the vertical. The

parameterization is chosen following Case et @08&)}.
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The WSM 6-class scheme is chosen for microphysicsg and Lim, 2006), MYJ
PBL(Janjic, 2002) and NOAH LSM surface schemes €ERl., 2003; Gershunov et
al., 2006) are respectively used for planetarynidany layer and surface physics. No
cumulus parameterization is used, all the conveagbrocesses are explicitly solved
by the WSM6 microphysics scheme and model dynarepid Radiative Transfer
Model (RRTM) longwave (Mlawer et al., 1997) and Diad (1989) shortwave
radiation schemes are chosen.

The domain of the run has been chosen to enconmeasty all of California at a
resolution of 4km (Figure 9). A 10-day simulatiomsvrun starting the 9of July

2006 at OOUTC.

Figure 9: WRF domain, resolution of 4 km

The initial and boundary conditions are given bg 1h0x1.0 degree 6-hourly NCEP
Global Forecast System Final Analysis data (GFS-FNivailable at

http://dss.ucar.edu/datasets/ds083.2/data/ ) @rtpolated to the domain grid using
the WRF typical initialization utilities within th&/RF Pre-processing system (WPS).

The static fields and grid parameters are firsingef Then, the boundary and initial
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meteorological fields are decoded from the gritmfat. The outputs of both of these
steps are used to interpolate the data onto theaidogrid, horizontally and then
vertically.

In order to evaluate the soil moisture field usgdVRF for its simulation, the LIS
framework is used to run the Noah LSM offline arehegrate high-resolution land
surface fields for comparison. A preliminary an&@ysonsists in the determination of
the necessary length of the offline run for thewudated soil to reach equilibrium. Spin
ups of different time lengths are run and the d#fices between the outputs are
calculated (method and results in Appendix4.)slfaund that an offline run of 24
months is sufficient for the soil to reach equiliion and is therefore used to generate

the control soil moisture fields.
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4. Results and discussion

4.1. Simulation of the diurnal cycle of air

temperature by WRF

The diurnal cycle of air temperatures at 2m abdwe gurface (J) results from a
complex combination of processes involving the mow solar radiation, the
atmospheric boundary layer and the land surfacesithplest conception is as a
balance between incoming solar radiation, surfaz fluxes and outgoing longwave
radiation. When the sun rises, the downward razhagixceeds the upward fluxes and
the land stores energy, therefore increasing itspégature. In the afternoon, the
downward solar radiation decreases and is excelegléde upward heat fluxes. The
land releases energy and cools down as well aaithabove. The characteristics of
this cycle vary spatially for several reasons. &wisture can be one. Arid areas have
small latent heat fluxes causing a larger parhefénergy received at the surface to
be released as sensible heat fluxes and therefakinghsurface temperature more
sensitive to solar forcing. Other reasons includier@nces in plant density, health of
the vegetation, and differences in emissivity freail surfaces of different chemical
composition. Spatial variability of the diurnal ¢goof temperatures is also due to
differences in emissivity/absorptivity and heat aafy at the surface. Water bodies
for example have a large heat capacity resulting $mall amplitude diurnal cycle of
temperatures in the coastal areas. The high tempesalution of the stations
measurements allows evaluation of the full diurogtle simulated by WRF. As
described in section 3.4, WRF has been run for-dal@ period centered on the peak

of the heat wave, between thé"i#hd the 29 of July 2006.
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First, the spatial variability of the diurnal cysland the accuracy of the simulations
are analyzed station by station. Then the regibealavior of the diurnal cycles is
studied by averaging them over two of the Refereeeapotranspiration regions
defined by the CIMIS network: the San Joaquin \Jalad the Central Coast Valleys
(Figure 8 for the stations included in each regiditfje WRF runs described in this
section are the output of a single integration &Mbf 10 days starting on the™.6f
July 2006, 0GMT and ending on the"™8f July 2006, OGMT.

Individual stations can have very different diurggtles but the way WRF captures
the hourly temperature evolution has common featusetween stations. When
considering all of the regions of the CIMIS netwofkl6 stations), the daily
minimum temperature is overestimated by WRF fooélihe stations, and the daily
maximum temperature is overestimated for 91 stataut of 116. The stations where
WREF simulates a colder daily maximum temperatuas thbserved at the stations are
generally located in the coastal areas. Figurehbvs two examples of such stations.
It is noteworthy that some stations have a widegeanf DTR that WRF has
difficulties capturing as illustrated in Figure bpith an example of station located
in the South Coast Valleys region (station numb&8)1At this station, the DTR
ranges between 10C on theé"25f July (Julian day 208) and 21C on thé“ag July
(Julian day 203) whereas WRF simulates a DTR ranpetween 10C and 15C).
Other examples of stations where WRF has diffiesltcapturing highly variable
diurnal cycles of temperatures are illustrated vitgure 12, for two more coastal
stations: station number 184 located in the SouthsCValleys region and station
number 19 located in the Monterey region. Indeedsfations directly exposed to the
marine influence (coastal areas), the time seriegraemperature are more erratic

and WRF has problems capturing the high frequesicyperature variations.
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Figure 10: Comparison of station and modeled 2m-airtemperature for two examples of

underestimation of daily maximum of 2m-air temperatire by WRF: (a) station number 85 in the

North Coast Valleys region and (b) station number 83 in the South Coast Valley regions. (c)
Locations of the stations. Daily minimum are alway®verestimated.



Figure 11:

Locations of CIMIS stations 85 and 153
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Figure 13: Locations of CIMIS stations 19 and 184
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The accuracy of the WRF simulations varies from sta#ion to the other. However,
within a region, the errors have some common featufhese features are studied
more in details for two regions: the San Joaquilleyaand the Central Coast Valleys.
The San Joaquin Valley and the Central Coast Vallegions differ by their
topographical and meteorological characteristits:@entral Coast Valleys are highly
influenced by the marine air and the air channelvhgreas the San Joaquin Valley is
flat and protected from the ocean influence by sdvaountain ranges and therefore
is most of the time protected from it. Figure 14 dfigure 15 show, for the San
Joaquin Valley and the Central Coast Valleys retppelyg, the region-averaged
hourly temperatures measured at the CIMIS stat@ossimulated by WRF, as well
as the time series of the root mean square ewotbé stations of the region (RMSE).

The RMSE is calculated as follows:

1 A N2
(4) RMSE = /ﬁ%“(ﬁ -T)

with T; the observed temperatures a'ﬁldhe modeled temperatures, N the number of
observations used for the calculation of the RMSE.

For both regions illustrated in Figure 14 and Fggds, (San Joaquin Valley and
Central Coast Valleys), on average, WRF capturest meneral properties, such as
the increasing (followed by decreasing) temperatutee times of minimum and
maximum temperatures, the amplitude of the diutealperature range (DTR) and
the overall shape of the evolution of the tempeestuHowever, in both of these
regions the decrease in temperature between tbeafarnoon and the time of
minimum temperature happens later in the WRF sitmula compared to the

observations.
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The 2m-air temperatures {JTin the San Joaquin Valley and the Central Coadleys
regions are both consistently overestimated by WIRFhe San Joaquin Valley, the
overestimation of the minimum temperature rangesvéen 1 and 3C, and the
overestimation of the maxima between 2 and 4ChénQGentral Coast Valleys, the
overestimation of the temperatures by WRF is monportant and has a larger
variability between days since it ranges betweeand 9C for the minima and
between 0 and 6C for the maxima. The analysif®RMSE for the two regions of
focus (San Joaquin Valley, Figure 14, and Centddt Valleys, Figure 15) reveals
that the error in the WRF simulation compared te #ftation-based observations
depend both on the time of the day and on the tda¥f within the heat wave period.
Over much of the simulation in the San Joaquin&alFigure 14 shows a consistent
diurnal pattern of the error during the day. Thengeratures are close to the
observations during the period of increasing teripee in the morning. The decrease
in temperature is triggered earlier in the obseéoval data than in the modeled ones
and therefore the RMSE increases after the maximueached in each cycle during
which it remains stable. This diurnal pattern i ae clear for the Central Coast
Valleys region. Local peaks in the RMSE are in phasth times of minimum
temperatures but the error seems more influencethéydevelopment of the heat
wave than by these diurnal variations. Along thatleave, the error increases from a
local minimum of 1C on the 9of July (Julian day 200) and a local maximum of
12C on the 28of July (Julian day 205) and then decreases tor2@e 28 of July
(Julian day 209). The maximum RMSE reached in the Jbaquin Valley is also 12C
on the 2%\

Some of these error patterns can be related wélrdbults of the wind simulation.

Figure 18 and Figure 19 show the time series ofwiimel components averaged by
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region. Because we are interested in the wind tieguirom the sea/land breeze, we
are looking at the West-East component of windhim €entral Coast Valleys (wind
orientated along the pressure gradient resultiogn fthe differential land/sea heating)
and North-South component of wind in the San Joayalley (channeled from the
Delta Bay down the San Joaquin Valley). Figure 1@l d&igure 17 represent
respectively the observed and simulated wind field$oth regions, the daily wind
pattern is very clear. In the morning around 1300GKbam LT), the land/sea
differential heating results in a pressure gradweith lower pressure inland and
higher pressure offshore. This gradient gener&iesé¢a breeze seen in Figure 18 as
the northerly wind channeled into the San Joaquatiey, and in Figure 19 as the
westerly wind coming more directly from the Pacifihe maximum wind speed is
reached around the time of maximum temperatureDGROT (3pm LT) and then
decreases and eventually reverses if the pressadeegt reverses its direction such
as to generate a land breeze at night between c&ar60@GMT (11pm LT) and
1300GMT (6am LT). In the San Joaquin Valley, WRRd® to overestimate the sea
breeze phenomenon, both in amplitude and duraifiba.triggering of the sea breeze
in the morning simulated by WRF is close to theeobsd values. However, the
diminution of the southward wind in the eveningrtstdater than in the observations
and does not reach a minimum until the sea bretezts again on the next day, as
opposed to the observed wind field where the wpekd remains minimum all night
long. This lag between the simulated and obsereedydof the breeze corresponds to
the lag between the simulated and observed decreasemperature during the
evening as seen in Figure 14. The minimum and maxinwvind speeds are both
overestimated and the maximum RMSE is found dutfregtime of decreasing wind

speed.
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RMSE hourly averaged over the stations of San Joaquin Valley
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Figure 14: Comparison of WRF and CIMIS temperature g¢/cles during the heat wave. In black,
hourly CIMIS observations; in green: WRF simulations of the 2m-Air temperature; in red,
RMSE. The hourly temperatures are averaged for 26tations within the San Joaquin Valley

region. The WRF values at the locations of the statns are retrieved using a nearest-neighbor
method.
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RMSE hourly averaged over the stations of Central Coast Valleys
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Figure 15: Comparison of WRF and CIMIS temperature g¢/cles during the heat wave. In black,
hourly CIMIS observations; in blue: WRF simulations of the 2m-Air temperature; in red,
RMSE. The hourly temperatures are averaged for 10tations within the Central Coast Valleys
region. The WRF values at the locations of the statns are retrieved using a nearest-neighbor
method.
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Also, in the San Joaquin Valley, the land breezgeiserally weak or non-existent
except on the two nights (203 and 204) before tteebt day (204) when we can see
a weak southerly flow at night. On these same d#ys,observations show the
weakness of the sea breeze (Julian day 204, maxisoutherly wind speed: 0.5m/s)
whereas WRF simulates a wind pattern similar toother days (3.5m/s).

In the Central Coast Valleys, the sea breeze oeccer is simulated with a better
timing accuracy than in the San Joaquin Valley. Times of increasing and
decreasing wind speeds during the morning and egenespectively are well
simulated. However, the amplitude of the maximumdsspeed is overestimated so
that the maximum RMSE is generally found at theetioi maximum wind speed.
Most days, the land breeze is weak with only alewrly measurements indicative of
an easterly wind. WRF generally overestimates ttength of the land breeze.

Other factors can explain the discrepancies betWéRf and station temperatures.
The WRF values used for the comparison with thieosta data actually correspond to
the stations’ closest grid points. The spatial lkggan of the simulation is 4km so the
larest possible distance between a CIMIS statianh itgg1 corresponding WRF grid
point is 2.8km. In a complex terrain, this distace@& be translated into an elevation
error of a few to hundreds of meters. This cangultb the inherent topography error
in WRF and increase the temperature errors. Aldgtgrent proximities to the hills
lead to a different channeling of the wind.

Overall, the simulated times of minimum and maximw@mperatures are very close
to the observations but WRF showed a warm bias owst of the stations and most
of the times. On average, WRF has a higher erranglihe evening that can be

related with the simulation of the sea breezeithaverestimated in its evening part.
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Figure 17: Wind field simulated by WRF, valid 23 July2006, 2000UTC.
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-V-wind, (positive southward)
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Figure 18: Comparison of WRF and CIMIS meridional wind components (-V plotted such as to
have a positive southward wind). In black: hourly GMIS observations; in green: WRF
simulations; in red: RMSE. Averages for all the stéions within the Central Coast Valleys region
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U-wind, (positive eastward)

© Region Central Coast Valleys

U-wind (m/s)

RMSE (m/s)

© —| 800 2000 800 2000 800 2000 800 2000 800 2000 800 2000 800 2000 800 2000 800 2000 800 2000

T T T T T T T T T 1
200 201 202 203 204 205 206 207 208 209

Time UTC (hours and Julian days)

Figure 19: Comparison of WRF and CIMIS zonal wind canponents (U wind). In black: hourly
CIMIS observations; in green: WRF simulations; in red: RMSE. Averages for all the stations
within the Central Coast Valleys region
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4.2. Spatial distribution of the temperature field:

Simulation of Skin temperature

Previous studies (Jin et al., 1997) emphasize nipoitance of the accuracy of the
simulation of skin temperature by a model, arguhmg its diurnal variations bond air
temperature and land processes together. Thuswebvwa model can simulate skin
temperature is a good diagnosis of the model simul®f physical processes related

to the surface energy balance and exchanges betheatmosphere and the surface.

The availability of satellite retrievals of skinmeerature allows an analysis of the
bias of the simulation on a statewide scale. Thre teknperature simulated by WRF is
compared with the observations from MODIS. For ,thiee MODIS data are first
regridded onto the WRF grid using a nearest-neigmbethod (NCAR Command
Language, NCL function triple2grid). The differenéRF-MODIS is then calculated

and plotted (Figure 23).

The error patterns are very consistent betweeievats of the same hour on different
days, suggesting that a large component of theibmgstematic and related to a static
field. Further investigation reveals that if themerature bias patterns show
similarities with the topographical features, theantours match even more the land
cover distribution. Indeed the contours of the lander categories plotted in black on
Figure 20 are similar to theyl, error patterns represented in color shades (orfamge

warm bias and blue for cold bias). The relationMeein land cover and the accuracy
of the mesoscale models has been evaluated ircydarticases such as a regional

study in Turkey (Sertel et al., 2009). It was fouhdt the land cover dataset used by
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WRF are out of date and include misclassificatiofise comparison of the same
regional numerical experiment with the WRF landerogtataset (USGS) versus with
a new updated land cover dataset shows that suaiacemperature and especially
the daily maximum temperature are sensitive to dqo@lity of the land cover

parameterization. Improving the quality of the laimer leads to a diminution of the
root mean square error. Examples of relation betieed cover and temperature are
described based on land use change. Changes irusnttom croplands to urban,
from forest to urban, or from woodlands to urbanrevéound to cause regional
warming through an increase in albedo, roughnesgtheand stomatal resistance

(Sertel et al., 2009).
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Figure 20: Comparison of the patterns in the WRF-MODS difference and the land cover. Figure
valid for July 25", 2006 at 0615GMT. The difference between WRF and MOIS fields is
represented with the filled colors and the land cosr categories are overlaid with black contours
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California Vegetation/Wildlife Habitat Regions

© 2004 Jeremiah Easter
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Figure 22(a) California vegetation categories (East, 2004).
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Figure 23: Typical patterns for WRF-MODIS error (color scale) and WRF elevation (contours).
(a) daytime example (valid July 24, 2006, 2050GMT, 1350LT)
(b) nighttime example (valid July 229, 2006, 1000GMT, 700LT
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The areas where the bias is the largest are appatedy the same during the day and
at night but the sign of the bias can vary from tmée other. These patterns can be
linked to the land cover.

Figure 22 (a) (Easter, 2004) is a high-resolutiepresentation of the various types of
vegetation found in California. The land cover usadthe parameterization of WRF
is the widely used 24-category land use USGS dathseeland et al., 1995) that has
been developed for global scale purposes. The UB&fd use dataset has been
derived from April 1992 to March 1993 AVHRR obsedigas and has a 30second
resolution (approximately 1km). The WRF Preproagggirogram metgrid is used to
interpolate these data to the WRF grid, at 4kmlogiem in this study.

For this discussion, the USGS land cover used WFWs used along with the
vegetation characterization from Easter 2004 (E2Q@®4gure22(a) and a map of the
irrigation patterns in California (Thenkabail et @009),Figure 22(b)).

Figure 22(a) is more recent, and includes locatisgeinstead of only land cover
types as in the USGS dataset (USGS) suitable édradjclassification. Figure 22
(b) is a map of the irrigated areas in the Centalley and gives more details about
the distribution of the irrigation patterns in tGentral Valley.

In some areas, the sign of the WRF skin temperdiia® is the same at day and at
night but larger at day. This is the case in that@¢ Valley, along a portion of the
Pacific coast and in the Basin and Range province.

The central portion of the San Joaquin Valley aadr&mento Valley is primarily
irrigated agriculture (dark pink on Figure 22(8Between the irrigated valley bottom
and the woodlands of the Sierra Foothills lie noigated grasslands classified as
savanna by the USGS. The savanna areas are catigistend to be colder in WRF

than in the observations. Around the savanna areakjding the lower Sierra
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Foothills, the main landcover consists of oak waadl and is categorized as
deciduous broadleaf forest in USGS. The temperatutbe irrigated areas (Figure
22) in the center of the Valley as well as in trek avoodlands near the Sierra
Foothills is simulated with a constant warm biaadér bias during daytime than
nighttime). The area covered by irrigated agriaeltand grassland is different in both
datasets and might cause some of the bias. The neceat and more detailed E2004
(Figure 22) shows a larger agricultural area tharclassified as such in USGS,
probably as a consequence of land use change betheearly 90s (creation of the
USGS dataset) and early 2000 (E2004).

Along the Central Coast, between the Monterey Bay the Santa Barbara area,
along the Santa Lucia range of coastal mountdmesyégetation consists of a mix of
natural forests with mainly coniferous in the nofdlvergreen needleleaf in USGS),
chaparral in the center (savanna and deciduousllieafan USGS) and oak woodland
and grassland in the south (deciduous broadlebfS6S). The temperature in these
coastal areas is too warm in the WRF simulatiortk Bbday and night.

The south half of the Sierra Nevada includes tlyhdst elevations of the state and
consists of deep valleys with rivers going dowrthte San Joaquin Valley and high
elevations both covered with ‘evergreen needlelgaé€cies in USGS. The valleys are
simulated as too warm as opposed to the rest ahitige where the WRF temperature
is colder than in MODIS. A reason for this can kbé&ted to the difference in the
resolution of MODIS and WRF. MODIS observations @tgieved at 1km horizontal
resolution, whereas WRF is run at 4km resolutionthie case of very steep valleys
where each kilometer represents an important changkevation, such a difference
in resolution might cause consistent discrepaniiethe topography resolved and

therefore in the associated temperature field.
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The Basin and Range province lies east of the &Mdeavada. This arid area consists
of mountain ranges, basins and deserts. In Cal#prit includes high peaks
(Waucoba Mountain, Telescope Peak, both above 3@ low valleys (Death
Valley, lowest point in the western hemisphere)e TWSGS land cover follows the
large scale elevation contours (Figure 21) withvakeys being classified as ‘barren
or sparsely vegetated’ whereas the mountains aedrtdebelong to the shrubland
category in USGS. Here, we find the same bias #seisouthwestern steep valleys of
the Sierra. In this entire region, the WRF simolatof skin temperature has the same
bias at night and at day: the valleys are condigstéound warmer in WRF than in
MODIS and the high mountain areas are colder inVtiRF simulations than in the
MODIS retrievals. As was suggested in the casé®fsbuth Sierra, the difference in
resolution between WRF and MODIS might cause adifice in the accuracy of the

topography resulting in a constant temperature bias

Other domains have a different bias sign depenaimtie time of the day.

The categories “Pacific coniferous forest” and “lesiJpper montane” are two
categories of evergreen needleleaves mainly foonthe Sierra around the Central
Valley to the East and the North (dark green ardl oB Figure 22(a)). Also, in

Southern California, the Transverse Range Eadteot.bs Angeles Basin is covered
with a mixture of coniferous and chaparral vegetatlong the range arc joining the
Coast to the east of the Los Angeles basin. Thesges of conifers are differentiated
in E2004 but not in USGS in which both of them alassified in the “evergreen

needleleaf” category. All of these areas have anwaias during the day and a cold

bias during the night, amplifying the diurnal cyolieland temperature.
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The landcover in the Mojave Desert, southeast ®f3ierra Nevada, and south of the
Basin and Range region, is defined as a mixturghaibland and ‘barren or sparsely
vegetated’ in USGS and as scrub (desert scrub l&atine scrub) in E2004. In this
area, the WRF bias of skin temperature is opptsitee one for the coniferous areas
of the Sierras with a warm bias at night and calsk lduring the day, yielding a

reduced diurnal temperature range.

Vegetation characteristics such as the type oftedige, its canopy water content or
leaf area index are highly impacted by the wateteat of the soil. In turn, these land
cover parameters play a role in the energy balamicghe interface with the

atmosphere and therefore in the partitioning ot Hezes between latent and sensible
fluxes (Hong et al., 2007) and on skin temperatiging the daytime, the exchanges
of water and energy between the vegetation anditinesphere are more important
than at night. This is consistent with the largexgnitude of the bias during the day
than at night. The consistency of the bias in WRR semperature with the land

cover and irrigation patterns is investigated tigtots relation with soil moisture.

The soil moisture simulated by WRF is compared wothtputs from the Land

Information System. The Land Information System dse€4 months to reach
equilibrium (method described in Appendix 4) and hlaerefore been run for two
complete annual cycles. In both runs, the same LSMun (Noah) at the same
resolution. However, the atmospheric forcing idetiént: NCEP reanalyses data for
LIS and coupled atmospheric simulation for WRF. teo major difference is the

length of the run, at the time shown in the analgsi Figure 26 (0 GMT, July 25), the

LIS has been run for two complete annual cycleguifé 24) and has reached
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equilibrium (Appendix 4). In the corresponding (kg 25) WRF has been run for 6
days and its soil moisture field is still very ata® the initial field shown in Figure 27

both in the top (b) and bottom (a) layers.

LIS has been evaluated in several studies (Casal.et2008; Mostovoy and
Anantharaj, 2007). In the absence of a regionae@ge of observation data for soil
data, it is here used as a comparison to evalu®&'$Vsimulation of the soil. An
example is shown in Figure 24 and Figure 25 fokr mwisture. Figure 24 and Figure
25 show the top (Figure 24(a) and Figure 25(a)) laottbom (Figure 24(b) and Figure
25(b)) layers of soil moisture (respectively 0-10and 100-200cm deep) calculated
by WRF and LIS for O0GMT on the 2%f July 2006.

The results obtained with LIS show high-resolutfeatures in the moisture field
whereas local results are more homogeneous with M@RRerally, the differences in
soil moisture have similar features on the top #redbottom layer but are larger on
the deepest layer. On the top surface layer (Figd(a) and Figure 25(a)), the dry
areas in the south of the state are either in aggre between WRF and LIS with
values around 0.06 or drier such as around thesbovith Arizona.

The rest of the domain is generally wetter in th®f\data. Both models find the
highest soil moisture of the domain over the Sdsigrra but WRF finds it much

wetter with peaks around 0.3 (LIS only finds valaesund 0.23).
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Figure 24: LIS volumetric soil moisture fields fora: layer 1 (0-10cm, top), b: layer 4 (100-200cm,
bottom), valid July 25", 2006, 00GMT.
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Figure 25: WRF volumetric soil moisture fields for a layer 1 (0-10cm, top), b: layer 4 (100-
200cm, bottom), valid July 25", 2006, 00GMT.
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Figure 26: (LIS-WRF) volumetric soil moisture fieldsfor a: layer 1 (0-10cm, top), b: layer 4 (100-
200cm, bottom), valid July 2%', 2006, 00GMT.
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The top layer has the most influences on surfas®sptheric processes. In the top
layer, the main areas of disagreement between htE \&@RF (Figure 26(a)) are
located in the Sierras north and east of the Clewtalley, in the coniferous forest
areas, where WRF finds an average value of 0.2amalsdr|S finds values around 0.12
with more local variation.

During daytime, all the areas where the soil mogesia larger in WRF than in LIS
have a warm skin temperature bias, such as the taiawanges north and east of the
Central Valley or the Central Coast and transveesees. At night, the relation
between soil moisture and skin temperature biasotsas clear. Mountainous areas
such as the Sierra Nevada or the Transverse rdrayes a cold error whereas the
temperatures in the Central Coast region are warm&/RF than in the MODIS
observations.

Only few areas in California are found to have éowoil moisture in the WRF than
in LIS simulations. All of these areas are locatethe southeastern deserts and their
temperature simulations yield a cold bias of WRHmduthe day and warm at night.
Several reasons have been suggested for the sgatiabution of the errors in the
WRF simulation of skin temperature, such as misdiasation.

Misclassification can either be due to land usenghasince the creation of the dataset
or to a lack of species differentiation. An exampldéand use change is in the Central
Valley where the agricultural irrigated areas haxtended around the central axis of
the Central Valley. This type of underestimationrafjation yields to a cold bias in
the simulation of skin temperature. The urban agasalso smaller in the USGS
dataset than in the more recent E2004. A lack dferdntiation resulting in

misclassification seems to occur in the Centrals€aseas.
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Where USGS only finds uniform areas of ‘evergraerdleleafs’, savanna, and oak
woodlands, E2004 describes a complex mixture offers oak woodland, grassland
and also includes an area of agricultural land ce®eaith of Monterey that is not
differentiated by USGS. The classification of &kks$e species as savanna, area yields
to temperature biases: conifers classified as smvayield a cold bias, and
agricultural, grassland, oak woodland, areas, msiied as savanna yield a warm
bias. Soil moisture, especially in the bottom lay@so seems related to the error
patterns in this region. Along the coast, a bartth wilarge wet error also has a warm
temperature bias. East of this band, another argmanstrong dry error has a cold
bias during the day and a warm bias at night. @mlge areas are found to have a dry
bias in the bottom layer (Central Coast Valleystwdshe San Joaquin Valley; the
Los Angeles Basin, between the Transverse Rangehandoast; and the Basin and
Range province, east of the Sierra Nevada). Irethie®e areas, WRF simulation of
skin temperature is colder during the day and wartheing the night than the
MODIS measurements.

The difference in resolution between WRF and MOD48 also explain some of the
bias on Figure 23 such as for the steep valleys paaks southeast of the Sierra
Nevada. In this region, the difference in the &pitf WRF and MODIS to capture the
fast-varying topography results in a warm biashe valleys and a cold bias at the

peaks.

4.3. Relationship  between  Skin and  Air

temperature

The standard surface air temperature, Ta as defiyethe World Meteorological

Organization (WMO) is measured by thermometerstémtapproximately 2m above
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the ground, sheltered from the direct solar ragia(so that the internal heat capacity
of the sensor does not affect the measuremenherefore represents the temperature
of a thick layer of relatively homogeneous air. Tlen temperature measured by
satellites is derived from the radiance emittedthy surface and received by the
sensor in various wavelengths. Indeed, the StefdtrBann law relating radiance
and temperature for a black body has to be modffedeal materials by including
their emissivity. Thus, the “skin temperature” ¢arid surface temperature” refers to
the temperature of the thin layer of the Earth thatisible to the satellite and which
corresponds to the penetration depth of the eleagnmetic radiation used to measure
it ((Norman and Becker, 1995). This surface lagecansidered infinitesimally thin,
with no heat capacity, and therefore responds marekly to changes in the local
balance of energy than air temperature (Prigeak €2003). Thus, skin temperature is
largely related to net radiation, land cover, somoisture and to the processes taking

place at the land-atmosphere interface.

The difference betweengd, and T, is important because it drives the sensible heat
flux at the land surface (Zaitchik et al., 2006h ihvestigate the relation between
T«in and T, two regions with different characteristics aralgmed in parallel: the San
Joaquin Valley region and the Central Coast Vallegson defined in section3.1.

The role of wind circulation on air temperaturéngestigated first before focusing on
the relationship between air (measured at the CIidM#Hons) and skin (retrieved by
the MODIS sensor) temperatures, in particular thhonet radiation (calculated at the

CIMIS meteorological stations by a balance betwieenming and outgoing radiant

energy).

64



65

44

40
>

36
e
_ A
AN
[

oY=
»

c
2
4
.
-

”
@

3
<,

’
"

28

[
’

4

Temperatures (C)
2

20

16

12

Daily maximum temperatures - July 2006 - Central Coast Valley:

Temperatures (C)
16 20 24 28 32 36 40 44

12

13 57911 14 17 20 23 26 29
July 2006 days
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Because of the high heat capacity of the oceanstin@ce marine boundary has a
weak diurnal cycle of temperatures. When the wendat offshore, the surface marine
boundary layer in the coastal areas is affectedhlsyproperty and tends to have a
smaller diurnal temperature range. Figure 28 taifeig30 show the time series of
daily maximum air temperature, wind speed and wdinelctions frequencies averaged
over the stations of the two regions of the SamuimaValley and the Central Coast
Valleys for the days of July 2006. The frequenctthe wind directions are grouped
into eight bins (sectors). The eight reference ns ENE, NNE, NNW, WNW,
WSW, SSW, SSE, ESE, (CIMIS website). On all of tiggires, the 10-day study
period centered on the peak of the heat wave Higlged in orange.

First, both regions exhibit a direct relation betweair temperature and wind speed.
Comparing Figure 28(a) and Figure 29(a) and forSha Joaquin Valley or Figure
28(b) and Figure 29(b) for the Central Coast Valleye can see that local maxima
(resp. minima) in daily maximum temperatures odoutocal minima (resp. maxima)
wind speed. For example, between theahd the 11 of July the average daily
maximum temperature in the Central Coast Valleyoregyincreases from 24.8C to
29.9C (reached on thd"Band then decreases back to 25.3C on the 11thndptie
same laps of time, the average wind speed overetiien decreases from 1.88m/s to
1.63m/s (reached on th& &f July) and increases back to 1.75m/s. Simildtepas
can be found for the San Joaquin Valley chartss moteworthy that this is also true
during the heat wave highlighted in orange in Fegb8, Figure 29 and Figure 30. In
both regions the very high air temperatures reachgthg the heat wave (42.0C in
the San Joaquin Valley and 34.7C in the CentralsCwalleys) are both associated
with periods of low wind speeds (1.63m/s in the Saaquin Valley and 1.43m/s in

the Central Coast Valleys).
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Two differences however exist between the wind dfsetemperature relations for
both regions.

First, in the San Joaquin Valley, high (low) daigaximum temperatures are
associated with low (high) wind speeds but a lagre# to two days exists between
the temperature maximum (minimum) and the wind dpeenimum (maximum).
Second, the increases and decreases in wind spegddaly maximum air
temperatures have higher amplitude in the San Joadailey than in the Central
Coast Valleys. These two observations are illustratith the same high temperature
event used above for the Central Coast ValleythdrCentral Coast Valleys region, a
drop of 0.25m/s in the wind speed yields an in@dasdaily maximum temperature
of 5.1C. In the San Joaquin Valley, during the sawvent, a decrease of 0.73m/s in
the wind speed results in an increase in the dadximum temperature of 6.9C. In
the Central Coast Valleys, small variations in wiad speed are sufficient to affect
the daily maximum temperatures.

The wind direction also has a stronger variabilitythe San Joaquin Valley than in
the Central Coast Valleys. In the San Joaquin VYatlee variations in the wind speed
are closely associated with the frequency of théhmeesterly winds (classified within
the bins NNW and WNW). This highlights the factttti@e wind in the San Joaquin
Valley is channeled from the San Francisco Bay adean the valley and that the
wind in the Valley is therefore highly dominated &yorthwestern flow. Because of
this channeling of the flow, weak winds cannot hedbe San Joaquin Valley,
consistent with the stronger variability in the dispeed in the San Joaquin Valley

than in the coastal areas directly exposed to duene air.

69



70

(@]

50

46

S N I I

Qd
N

B
P

]

»

g g

Air temperatures (C)
34
PRS- o

———— N
N
g

W&
ﬂ‘ﬁxmﬂﬂ

,a,
el

TS —
o-dle—a T

n
@
o
L2

TTE e o

W,
e N

C= il

[

800_2000 OO 2000 8O0 2000 HOU 2000 BOO 2000 8OO 2000 BOO 2000 HOO 2000 80O 2000 8OO 2000
200 201 202 20 204 o905 208 207 208 200
£ZUS LU0 £VT 2 f4V e

[V V) AV a [V 74 ZuT Zuo

Time UTC (hours and days)

CIMIS and MODIS temperatures (Central Coast Valleys)

<

o o CIMIS
i = MODIS
B -
Q7 :

o n

Aq—: . [ " L]

gw* L} |

%C’)_ - = ] []

= _

& < . - - -

g ® - - -

."E_’o’

= ™ ]

< i

©

(S

N ]

[SU!

©

l‘__

<

-

200 201 202 203 204 205 206 207 208 209
Time UTC (hours and days)

Figure 31: Comparison of MODIS and CIMIS observed émperatures averaged over the stations
of the climate regions of the Central Valley as auhction of time, a: for the regions San Joaquin
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of the climate regions of the Central Valley as auhction of time, a: for the regions San Joaquin
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Figure 31 and Figure 32 investigate the relatiotwben Ty, and . The MODIS
retrievals are interpolated to the exact statimtations using an inverse-distance
weighted average over the four nearest pixels. fithe series of air temperature
(hourly measured by the CIMIS stations) and skinpgerature (retrieved 4 times a
day by MODIS) are then compared region by regidifje times of overpass of
MODIS over California are around 500—700GMT (234®mO LT) and 1800-
2000GMT (1100-1300LT) for the Aqua platform and AADOGMT (200-400LT)
and 2000-2200GMT (1300-1500LT) for the Terra platfo These times include
passes that are close to the times of daily maxinameh minimum temperatures
(Figure 31) and will respectively be designateaigbt and day overpasses. The time
plots in Figure 32 show the diurnal variationshie temperature measured by CIMIS
(line) and MODIS (color points) as a function oétimcoming radiation for the first
days of the heat wave (growing phase, from th& tbothe 2% of July). The hourly
data are averaged over each of the two regiongudfysthe San Joaquin valley,
(southern two thirds of the Central Valley, Figld®(a) and Figure 32(a)) and the
Central Coast Valleys (Figure 31(b) and Figure B2(l5ince MODIS data are not
retrieved exactly at the same time everyday, th&liz@verage can yield more than
two day (night) MODIS points. Figure 31 represehts temperature against time,
and Figure 32 represents the temperature againsadiation received at the surface
(measured at the CIMIS stations). Figure 32 shdwag fas the heat wave develops,
from one day to another, the range of radiatioreivexdl at the surface does not
change but the whole cycle of air temperature andilated up by a few degrees.
Therefore, if radiation is obviously a key parameie the diurnal cycle of the
temperatures, it is less important at the longeetscale over which the heat wave

develops. The parallelism of the heating and cgobranches of the cycle implies
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that from one cycle to another (one day to anottier)overnight minimum does not
go back to its previous value but also rises bgva degrees. Therefore, the next day,
the radiational heating adds to a hotter initianperature. A hotter overnight
minimum temperature yields a hotter subsequent Mmaxi. The lack of hourly data
for Tskin does not allow for a comparison of the completepterature-radiation cycles
of air and skin temperatures but the convenienegirof the MODIS overpasses
within a few hours of the daily temperature extrem@ovides us with some
information about their range. Thus, for a sametiahiovernight minimum
temperature, &in reaches higher values thag Thus, at night, when the net radiation
at the surface in negative as seen on Figure 8Xlitference betweeng, and T, is
small and even changes sign from one region tohandFigure 31 and Figure 33,
filled circles) whereas near mid-daysf - Ty) is larger with Tskin higher than Ta, as
observed in previous studies (Jin et al., 1997tch#& et al., 2006) and on Figure 33
(open circles). The diurnal temperature range gf, 16 therefore larger than, TThis
increase in (din - To) With increasing temperatures is explained (Z#teh al., 2006)
with the high temperature gradient that establistezs the surface during hot, clear-
sky days, due to the intense heating of the surfiacBigure 32 for a same range of
the net radiation measured at the surface, thdtirgsincrease in 2m-air temperature
is higher in the San Joaquin Valley than in thet@rCoast Valleys. Indeed, the fog
and low stratus clouds generated by the differkiteating of the land and sea
surfaces as well as the mixing of the air by the lseeze, limit the build-up of the
temperature in the coastal areas. The land sutémeperature (skin temperature), not
as affected by these processes, does not showddtetences between inland and

coastal regions. Figure 31 shows that the timeeseai skin temperature (color dots)
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are very similar for the San Joaquin Valley and @entral Coast Valleys regions
with comparable amplitudes, just a few degrees towthe Central Coast.

In Figure 34, Ta is plotted againsiif for all the MODIS overpasses available at all
stations in the San Joaquin Valley (a) and of tkatfal Coast Valleys (b) in order to
qguantify the correlation between Ta andkl for each of these regions. The
observations retrieved during the night overpas$®40ODIS are represented as filled
squares and the day retrievals are representecbpth triangles.

The significance of the relations found with thatserplots on Figure 34 for the 4
comparisons carried out &, versus T in the San Joaquin Valley at day and at night,
Tskin Versus T in the Central Coast Valleys at day and at niging) tested using the
simple statistical test of Pearson. The four refegiare found significant at the 0.01
level.

For the San Joaquin Valleygdh and T, are highly correlated at night with a slope
close to 1. Tand Tknare close since during the night the thermal gradrethe first
meters of the atmospheric boundary layer is weak.htgher temperatures, during
the clear-sky hot days of the heat wave, the serfaceives the solar radiation and
heats up more than the air because of its veryheat capacity and because of the
lack of strong winds. The thermal gradient in tbeédr boundary layer increases and
Tskin becomes higher than, TThe slope of the regression changes. This cosftima
conclusion from Figure 34 according to which Ta diggh respond in different ways
to other variables with which they are interconed¢csuch as wind, soil moisture and

radiation.
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The temperature in the San Joaquin Valley is affbobainly by radiation and wind.
In the Central Coast Valleys, coastal phenomenh asdog, cloudiness, sea and land
breezes also impact,with only a minor effect on ¢kin. Therefore, the relation
between the surface and air temperatures is netasity explained by the diurnal
variations in radiation and do not vary as muchveen day and night as is the case in

the San Joaquin Valley.

5. Summary and Conclusions

The mesoscale model WRF has been used to simbkateetat wave that took place
over California between the @nd the 28 of July 2006. California includes a large
variety of climate regions with different topogragl settings. Two of the

evapotranspiration regions defined within the CIMi&work of weather stations are
the object of this study: the San Joaquin Vallegimy protected from the marine air
influence by the Coastal ranges, and the CentrakCdalleys, more readily exposed

to the sea breezes.

The capture of the diurnal cycle of surface temfpeeaat 2m is first evaluated by
comparing the model's results with the measuremémais the CIMIS weather

stations distributed over California. Averaged ottee stations of the San Joaquin
Valley and the Central Coast Valleys, WRF is folmagte a warm bias over these two
regions. In both regions, the error increases wWithdevelopment of the heat wave
and peaks for the day of maximum temperature. énSan Joaquin Valley, this error

shows a daily cycle with a minimum during the maghand then remains maximum
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during the night cooling that is started later biRR®Athan in the observations. This lag
in the temperature decrease is associated withag ohethe decay of the sea breeze.

In the Central Coast Valleys, the error has lesa diiurnal cycle than in the San
Joaquin Valley and the sea breeze onset and deuay are better captured. The

temperature errors increase during the developofehe heat wave.

The spatial distribution of the modeling errorsthen analyzed by comparing the
modeled skin temperature with the land surface ezatpre retrieved by the MODIS
sensors. It is found that the error in the modebhthe skin temperature is related to
the land cover and the soil moisture. Soil moistarevaluated by comparison with
the results from a 24-month LIS simulation. Sonmrersrdue to the land cover are due
to misclassifications, partly due to the lack ofhsdes to represent accurately the
variety of vegetation species. The Central Coastalffornia is a good example of
this type of misclassification. The USGS land codataset does not include the
small-scale changes in vegetation and the areanifermly classified as savanna
when there are actually croplands, conifers, wautaand chaparral. Depending on
the type of misclassification, the bias can be amldvarm. For example, conifers
classified as savanna yield a cold bias but crafldand woodlands yield a cold bias
during the day and warm bias at night.

The soil moisture is also related with the temperbiases. The soil water content
due to the irrigation along the axis of the Centalley is not captured neither by LIS
nor by WRF, and yields a warm bias of the skin terapure. The coniferous
mountains and ranges north and east of the Cevialldy are simulated with a wet
bias and the associated temperature has a warndbiag) the day and cold bias

during the night.
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Skin temperature and surface air temperature ayegtw@ntities that do not respond to
changes of the environment in the same way. Thetsknperature is more sensitive
to increases in radiation than surface air tempegaflhe relationship of skin and air
temperature also changes with the location. In @entral Coast Valleys air
temperature is more sensitive to small changesnd speed than in the San Joaquin
Valley. In the San Joaquin Valley, the surface t@mperature and the skin
temperature are very close at night. During the ttayskin temperature responds fast
to changes in radiation and therefore increaseg than air temperature changing the
relation between air and skin temperatures. InGbetral coast Valleys, the effect of
the change in radiation on skin temperature isgaiiéid by the wind variability and
the relationship between air and skin temperataes chot clearly change between

day and night.

The strengths and weaknesses of WRF used to mobehtawave situation have
evaluated. The use of combined satellite and sistitata provides observations data
at high spatial and temporal resolutions to allot@ough evaluation of the model
accuracy. WRF has significant biases representiagstirface temperature and wind
flow over the San Joaquin Valley during a severat eave. Some of the problems
might be resolved by a better representation of dbié moisture, wetter in the
irrigated areas and drier in the non irrigated sirédaprovement might also occur for

some areas where WRF uses the wrong vegetation type
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Appendix
6.1. Appendix1: Atmospheric humidity during the

2006 heat wave in California

Chowchilla, California (CCL1) - Calculated Dewpoint - July 10, 2006 to July 31, 2006
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Figure 16: Depicts three unique moisture parameters, surface dew point temperature,
integrated precipitable water, and relative humidity at Chowchilla, California (north-
central San Joaquin Valley) from July 10 through July 31. Notice the increase of surface
dew point temperature and integrated precipitable water values during the peak of the
heat wave event. Also, notice the lack of change in relative humidity, except for typical
diurnal fluctuations.

Figure 35: from (Kozlowski and Edwards, 2007) . Airmoisture indicators at the Chowchilla

station
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6.2. Appendix 2: Event identification

A preliminary analysis of the temperatures during summer 2006 is carried out to

identify the period of study.

Long term daily means

A climatology of the daily maximum temperaturediist calculated for each of the
118 stations of the network with at least 10 yezrglata records available. This
climatology consists of long term daily means (LTPBbalculated by averaging for
each station the maximum (resp. minimum) tempeeatuecorded on 7 consecutive
days (3 before and 3 after) of the JJA period chegear. For each station, these daily
averaged temperature profiles are then fitted twocpolynomial functions to remove
the interannual variability due to the small numbkyears used to calculate the long
term means.

Four examples of these LTDM and their fit are pnésé in Figure 35 to Figure 38.
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LTDM fitted to cubic polynomial functions for the Central Coast Valleys region LTDM fitted to cubic polynomial functions for the San Joaquin Valley region
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Figure 36: Long Term Daily Means for theFigure 37: Long Term Daily Means for the

stations of the Central Coast Valleys stations of the San Joaquin Valley region
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Figure 38: Long Term Daily Means for theFigure 39: Long Term Daily Means for the

stations of the Sacramento Valley region Imperial Coachella Valley region

Anomaly profiles

From these climatological datasets, for each dak@®006 JJA period, the departure
from the LTDM is then derived yielding 2006 tempeara anomaly profiles for each
station which are plotted by climate regions.
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Figure 40 shows the daily maxima temperature anprpedfiles obtained for the
stations of the Central Valley region. Two featusggpear as unusually hot events
between the Ziof June (day 172) and B@f July (day181) (period 1) and between
the 19" of July (day 200) and the 9®f July (day 210) (period 2).

For this study, a heat wave event is identified mwaeleast 3 consecutive days reach a
maximum temperature anomaly of 5C with at least dane with an anomaly above

7C.

2006 Temperature maxima anomalies for Central_Valley region

10

Ternperature anomalies (C)

-10

153 158 163 168 173 178 183 188 193 198 203 208 213 218 223 228 233 238 243

days

Figure 40: Anomaly profile for Daily maxima temperatures for the stations of the Central Valley
region including the stations of the San Joaquin aththe Sacramento Valleys (y-axis is
Temperature anomaly in °C, x-axis is the 2006 Julimday or which the anomaly is calculated)
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According to this definition of a heat wave, perigds identified as a heat wave
(HW2) for more stations than period 1 (HW1) (peribds identified as a heat wave
for 80 stations out of 118, period 2 is identifeesla heat wave for 106 stations out of
118).

Also, out of all of the 118 stations, 25 reachegirtimaximum anomaly of the 2006
summer during period 1, 90 reached their maximuwmaty of the 2006 summer
during period 2 and only 3 have maximum out of ¢hegperiods. Out of the stations
where the temperature anomaly met the criterion HW1, all but one had
temperature anomalies also identifying a heat wiaveHW2. However, out of the
stations where HW2 was identified as a heat waw1Hlid not seem to meet the
criterion for heat wave identification in the Cadstegions, especially in the Central
and North Coast regions with only 7 out of 25 stadi where the heat wave has been
identified.

Also, the absolute temperatures recorded for tberskevent were higher due to its
time of occurrence at the end of July.

Based on these observations, it appears that tendeheat wave had a stronger
impact over the state and the 10 days during whmolst of the maxima have been
recorded will therefore be chosen for the timegaenf the study: 19th to 29th of July

2006.
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6.3. Appendix 3: CIMIS network of weather

stations

The CIMIS network of weather stations is organized regions based on
evapotranspiration characteristics, climate andgogphy (Figure 41).

116 stations are used in this study.
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Figure 41: CIMIS stations used in this study anfintteons of the CIMIS regions
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6.4. Appendix 4: Offline spin-up simulation with

the LIS

The goal of the spin-up is for the Noah LSM to reaequilibrium”, meaning that the
state of the soil at the end of the spin-up hasmeonory of the initial first-guess

fields.

Following the method used in (Case et al., 20089t tuns are run to determine the
length of the spin-up necessary for the modeleldie@each an equilibrium state. LIS
is run uncoupled for durations between 3 and 30thsowith a 3-months interval
between 2 test runs with all of the runs endinggraé 19JUL2006_00:00:00 (initial
time for WRF runs).

Noah has 4 soil layers, th& éne (100cm-200cm) is the deepest and therefdesss
dependent on the atmospheric forcing and more itapbto determine whether the

model has reached a thermal equilibrium.

The initial condition imposed on all 4 levels of &b consists of a uniform soil
temperature of 290K and volumetric soil moisture36%6. The LSM is then forced
with North American Land Data Assimilation Systetmaspheric data for the upper

boundary and the lower boundary is forced with mstant temperature of 290K.

The final soil moisture fields in thé"4ayer of the model of each run are compared 2

by 2 to evaluate the evolution of the model wita kangth of the runs (Figure 42).
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Figure 42: Difference fields between two successive offlind% spin-up simulations of layer 4 volumetric soil misture
in the NOAH LSM, valid at 00UTC 19 Jul 2006 for:: § 6months - 3months simulation, b) 9months - 6monthsimulation,
¢) 12months - 9months simulation, d) 15months -2inonths simulation, €) 18months - 15months simulian, f)
21months - 18months simulation, g) 24months - 21mthrs simulation, h) 27months - 24months simulation.

90



