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ABSTRACT: We investigate the large-scale weather patterns during extreme precipitation (PEx) events over the conter-
minous United States (CONUS) by applying a version of the quasigeostrophic (QG) omega equation. This work aims to
develop a climatology of the weather patterns most related to PEx events during current climate. Extreme events are ex-
amined for each of seven regions defined by consistent annual cycles of precipitation and spanning the CONUS. For the
CONUS we train several self-organizing maps (SOM) on a pressure–time series of vertical velocity from each of the advec-
tive forcing terms in the QG omega equation for each extreme event. The unsupervised learning of the SOM allows us to
identify the most descriptive set of nine patterns in vertical velocity associated with precipitation extremes. This method
finds multiple frontal- and cyclone-driven patterns while grouping primarily convective events into one pattern. Frontal
events include a synoptic pattern consistent with West Coast atmospheric river events as well as pattern groups linked to
developing and to mature (“occluded”) frontal cyclones. The primary patterns found during PEx events vary seasonally
and geographically. Frontal cyclone patterns are most common during PEx events during summer in the part of the Great
Plains and during winter for the Northeast, Southeast, Pacific Northwest, and Southwest. Convection is the most common
pattern during summer in all regions. Except in the Southeast, the annual cycles of monthly number of PEx events and av-
erage precipitation match well, partially validating our choice of regions to aggregate PEx events.
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1. Introduction

Understanding how changes to dynamical processes will af-
fect precipitation extremes (PEx) must start with understand-
ing the links between those processes and PEx in current
climate. O’Gorman and Schneider (2009) showed that a combi-
nation of vertical velocity and saturation specific humidity can
be used to scale PEx intensity. Alternative relationships be-
tween precipitation intensity, vertical velocity, and a third vari-
able (such as precipitable water) have also been investigated
(Kunkel et al. 2020). Matching instantaneous vertical velocity to
precipitation accumulation is not straightforward. Vertical ve-
locity at a single level is insufficient since the vertical distribution
varies for different PEx events. Vertical velocity at a single time
is not sufficient since precipitation accumulates over time and
because vertical velocities sometimes peak hours before, or in-
deed after, the onset of peak precipitation rates.

The omega equation has been used to assess and investigate
meteorological contributions to precipitation extremes many
times before. Previous studies have used the relationship be-
tween omega (vertical velocity expressed in pressure coordi-
nates) and precipitation in one or two specific PEx events
(Nie et al. 2016; Pauley and Nieman 1992) or over a small
region (Nie and Fan 2019; Agel et al. 2019). Nie et al. (2016)
finds that, for the 2010 floods in Pakistan, topographically

forced ascent is the most important dynamical factor. Although,
it can be triggered by quasigeostrophic (QG) advective forcings.
Pauley and Nieman (1992) compare the generalized and QG
omega equations during a simulated Atlantic extratropical cy-
clone. They find differences in magnitude with QG ascent being
smaller and QG descent being larger. The largest factor causing
these differences is the lack of diabatic processes within the QG
system. Additionally, Pauley and Nieman (1992) find other dif-
ferences between the QG and generalized omega equations
tend to affect magnitudes more than patterns. The work of
Nie and Fan (2019) uses the QG omega equation to measure
the influences of dynamical and diabatic forcings on regional
PEx events. They find that such events in the southeastern
United States are associated with stronger ascent forced by
upper-level vorticity advection than forced by warm air ad-
vection. The QG omega equation is only one tool used by
Agel et al. (2019) to examine northeastern U.S. PEx events.
Agel et al. (2019) find that the presence of QG forcing is one
of the most important factors distinguishing extremely pre-
cipitating from non–extremely precipitating days. They also
find that the importance of QG forcing varies between types
of PEx events in the northeastern United States.

The omega equation has also been used as the basis to investi-
gate the global response of vertical velocity to climate change in
the context of extreme precipitation (Dai and Nie 2020; Li and
O’Gorman 2020; Tandon et al. 2018; O’Gorman and Schneider
2009; O’Gorman 2015). Tandon et al. (2018) find that patterns of
midlatitude extreme precipitation may be strongly influenced by
climatic changes to vertical velocity. This is mainly in terms of the
horizontal length scale of ascent decreasing in parts of the sub-
tropics. Dai and Nie (2020) separate the QG omega equation
into dynamical and diabatic components, creating a dynamic
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forcing diabatic feedback perspective. In this perspective dia-
batic heating is a positive feedback to the large-scale dynamic
forcing of vertical motion. They emphasize that the spatial dis-
tribution of precipitation due to the dynamic forcing resembles
the distribution of extreme precipitation in the midlatitudes.
Our work is similar to Dai and Nie (2020) except we further
subdivide the forcing into temperature and vorticity compo-
nents. Li and O’Gorman (2020) find that the QG omega equa-
tion is able to diagnose changes in vertical velocities in PEx
events as the climate changes. This makes the QG omega equa-
tion a good tool to begin our analysis of the dynamical processes
that give rise to PEx in the current climate.

Kunkel et al. (2012) produced a painstaking hand analysis of
thousands of PEx events over the CONUS. This level of depth
and effort is not feasible to reproduce over multiple reanalyses
or models. We want to build upon previous work featuring the
omega equation to create an automated system that identifies
the most prominent meteorological cause of PEx events. We will
group the PEx events objectively into a small number of catego-
ries by applying the self-organizing map (SOM) as in Kohonen
(1982). This automatic grouping will also allow us to examine the
types of weather patterns that explain the variations in PEx as
done by Kunkel et al. (2012) without necessitating a huge time
investment in analyzing each individual event by hand. Other
classification schemes for extreme weather patterns exist and a
selection will be discussed in relation to our results (Agel et al.
2019; Dowdy and Catto 2017; Gao et al. 2014; Kunkel et al. 2012;
Prein and Mearns 2021). This study builds on previous work
with the omega equation to build a climatology of meteorologi-
cal processes that give rise to extreme precipitation by using the
relationship between vertical velocity and the dynamical aspects
of precipitation mechanisms.

This work considers two methods of forcing vertical motion:
differential (in pressure) advection of vorticity and advection of
temperature. Increasing positive vorticity advection over a layer
of the atmosphere causes a larger height decrease at the top of
the layer than the bottom. This leads to a decrease in thickness,
which corresponds to a cooling of the layer. Hydrostatically, this
is caused by adiabatic cooling from upward vertical motion. Posi-
tive temperature advection through a layer of atmosphere in-
creases the thickness of the layer. The expansion implies upward
motion but also higher pressure aloft that supports upper-level di-
vergence of mass so that the atmospheric column could have a
net loss of mass and thus lowered pressure at bottom. The lower
pressure supports convergence below. The divergence aloft and
convergence below cause upward motion.

These two most dominant dynamical processes in the QG sys-
tem (Holton and Hakim 2013) are where we focus our effort to
identify the weather systems associated with PEx. Though there
is some cancellation between the two terms (Trenberth 1978) we
use both individually in our method to identify the large-scale
weather pattern active during the PEx event. Similar to precipita-
ble water, diabatic heating is not incorporated into the SOM be-
cause it is not prescriptive of the different weather phenomena of
interest; rather, we found it to be present universally.

This paper is divided into the following sections. Section 2
describes the datasets that were used. Section 3 describes the
methods used in this work and is subdivided into subsections

dedicated to numerical methods and self-organizing maps.
Section 4 describes the patterns that result from our method.
In section 5 we discuss the geographical distributions of these
patterns. Section 6 characterizes the extreme precipitation cli-
matologies of the seven regions in this study. Finally, section 7
provides discussion and conclusions.

2. Data

For this study we primarily use the fifth version of the European
Centre for Medium-Range Weather Forecasts’ (ECMWF) atmo-
spheric reanalysis (ERA5) (Hersbach et al. 2020). These data, and
all ERA5 data used in this study, were retrieved from the Climate
Data Store (CDS) using their application programming interface
(API) as detailed here on their website. The variables required for
the inversions are only temperature and geopotential. We also use
total column water, convective available potential energy (CAPE),
mean sea level pressure (MSLP), and specific humidity to create
the horizontal composites. We regrid this dataset to 18 reso-
lution in the horizontal, 50-hPa resolution in the vertical
(from 1000 to 200 hPa), and 3-h resolution in time. These
resolutions are attainable by regridding and data can be readily
found at these or finer resolutions from many GCMs/reanalysis
outputs. All regridding operations were done via the CDS API.
The horizontal resolution is as fine as is practical for the QG
omega equation (Battalio and Dyer 2017). The vertical resolu-
tion is fine enough to well sample the vertical structure of the
troposphere as well as yielding similar results to a Q-vector for-
mulation of the omega equation (Pauley and Nieman 1992).
The temporal resolution allows us to catch short duration events
(e.g., small-scale convection) and sample over the course of lon-
ger duration events (e.g., stationary fronts or slow-moving meso-
scale convection). We have chosen a period from 1980 to 2010
to diagnose the climatology of PEx drivers in the current cli-
mate. All anomaly fields are calculated relative to the mean val-
ues over this period, taking the day and time into account. This
is done for our 3-hourly data by calculating the mean at each
time step over all 31 years.

ERA5 is our source of gridded precipitation accumulations
on the same 18-resolution horizontal grid. We chose to use this
reanalysis product to match our other data in spatial and tempo-
ral resolution. Additionally, ERA5 precipitation data perform
best in the extratropics and can generally correctly identify the
location and spatial pattern of extreme precipitation (Lavers
et al. 2022). Both skills make this an appropriate precipitation
data source for this work with the caveat that ERA5 precipita-
tion underestimates the magnitude of extreme precipitation and
performs worse in summer. A PEx event is identified when the
24-h precipitation accumulation at a grid point is in the top 5%
of all 24-h accumulations (from 0000 to 0000 UTC) with a total
of.0 mm at that grid point. So, extreme precipitation occurring
over several grid points at once is treated as multiple PEx
“events”: one event for each of those grid points. We center the
time series of omega from each event on the 3-h period with the
highest total precipitation during each event. Making each event
satisfy a 24-h threshold focuses on events with enough total rain-
fall to achieve severe impacts. Focusing on the peak 3-h precipi-
tation within each event lets us capture the dynamical processes
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and instantaneous weather patterns at play near the most in-
tense precipitation rate.

3. Methods

a. Self-organizing maps

A SOM is a type of artificial neural network first introduced
by Kohonen (1982). SOMs utilize a competitive and unsuper-
vised learning algorithm to produce a lower-dimensional repre-
sentation of the input data that can be more readily analyzed. A
SOM produces a user defined number of patterns that span the
input data. Competitive learning balances each pattern between
being dissimilar to the other patterns and being similar to each
input that is best matched to itself. A valid set of patterns must
pass a field significance test based upon the false discovery rate
(FDR) (Johnson 2013) of 1%.

1) SELF-ORGANIZING MAPS: REGIONS

This work uses regions created as in Swenson and Grotjahn
(2019) to group events, facilitating discussion of the results and
comparisons to other regional studies. Some specific details about
the application of this method are as follows. We use a SOM to
identify regions that share the samemean precipitation seasonality
(Swenson and Grotjahn 2019). The measure of this seasonality is
the long term daily mean of the cube root of precipitation, which
reduces the skewness and spatial homogeneity of the data as dis-
cussed by Swenson and Grotjahn (2019). The raw output from
the SOM is shown in Fig. 1, as well as its isolated area count
(IAC; the median number of isolated areas composing a single re-
gion), minor areas fraction (MAF; the median fraction of a re-
gion’s area that is not contained in the largest isolated area), and
compactness ratio (the median ratio of the square root of a re-
gion’s area to its perimeter). Each of these scores compare well to
the scores in the results of Swenson and Grotjahn (2019). Addi-
tionally, this set of regions passes the regional extremes ratio
(RER) threshold of 20% set out in Swenson and Grotjahn (2019)
using this paper’s 24-h definition of a precipitation extreme. Be-
cause of the lower horizontal resolution used in this work we cre-
ate maps using fewer regions than in Swenson and Grotjahn

(2019). This results in Florida (FL) not being separated from the
New Mexico/Texas border region naturally. This necessitates the
use of the automatic intervention to separate large enough iso-
lated areas grouped together by the SOM discussed in Swenson
and Grotjahn (2019) to separate FL into a seventh region. Further
discussion of the link between the seasonality of precipitation in
FL and the New Mexico/Texas border region can be found in
Swenson and Grotjahn (2019). We also remove the borders be-
tween regions from the analysis to reduce the uncertainty in the
seasonal cycle in each region. The final regional map is shown in
Fig. 2. Figure 2 does not display the scores because IAC and
MAF are 1 and 0, respectively, because of the processing while
the compactness ratio increases. After the process to create the
seventh region, the RER is the only criterion likely to be nega-
tively affected and the threshold is still passed for the processed
regions.

2) SELF-ORGANIZING MAPS: OMEGA PATTERNS

Our SOM analysis of processes is trained on the time versus
pressure pattern of omega created from each of the advective
terms of the QG omega equation centered on every PEx event.
PEx events are chosen following the procedure outlined in
section 2. This analysis is applied between 1980 and 2010 for ev-
ery PEx event at each of the colored grid cells in Fig. 2. After
smoothing the forced omega values with a 3 3 3 Gaussian filter
with standard deviation 1, we create a pressure versus time ma-
trix of omega values forced by each of two forcing terms. This is
done at every PEx grid point. These two matrices for each PEx
event are combined to be one input data element to the SOM,
which is trained on the entire set of such data elements from
each PEx event. This results in each SOM pattern being a set of
two Hovmöller diagrams featuring both components of the QG
omega equation with time on the x axis and pressure descending
on the y axis. We use five repetitions of a two-phase learning cy-
cle with 30 rough training iterations and 300 fine-tuning itera-
tions. The shape of the lattice of nodes is chosen to have a shape
that minimizes the difference between the number of rows and
columns. Each node is a pattern in the output of the SOM so the
results shown in Fig. 3 come from a SOM with nine nodes ar-
ranged in a lattice with three rows and three columns. The initial
neighborhood radius is set to span the lattice of patterns. The fi-
nal neighborhood radius is set to one to prevent overfitting. In
every case the neighborhood function, which weights how much
each pattern adjusts with a particular input, is an Epanechikov
function. The duration of the training data was chosen to be 36 h
after testing different length time series as inputs to the SOM
and finding only small differences between the different sets of
output patterns. The SOM only considers data between the
900- and 250-hPa levels, as shown in Fig. 3. Nine nodes were cho-
sen as the largest square number of statistically distinguishable
nodes for all lengths of time series that were tested. One of the
benefits of the SOM as a method is that the results are sorted by
similarity with adjacent patterns being the most similar to one
another. This helps us organize our results into smaller groups of
similar patterns. In section 4, the discussion of the nine patterns
is collected into groups of similar patterns.

FIG. 1. The raw output of the SOM trained on the normalized
long term daily mean of the cube root of precipitation at each grid
cell. As in Swenson and Grotjahn (2019), the cube root is taken to
reduce the skewness of the precipitation data. IAC and MAF refer
to the map’s median isolated area count and minor areas fraction,
respectively.
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b. Numerical procedures

The QG omega equation is a central tool of this work and
can be expressed as Eq. (1):

s0=h
2v 1 f 2

2v

p2
︸��������︷︷��������︸

LHS

5 f


p
[Vg ? =h(zg 1 f )]
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RHS

, (1)

where the subscript “g” means the quantities take their geo-
strophic form and the subscript “h” indicates the operation
is done only in the horizontal. The square of the Coriolis pa-
rameter (f 2) is fixed to a value of 1 3 1028 s22 on the left-
hand side (lhs), but f is allowed to vary freely with latitude
on the right-hand side (rhs) as in Räisänen (1995). The term
s0 is the domain and time average of the profile of static sta-
bility and a function of pressure only. This equation is valid
only for inviscid and adiabatic flows. The operator on the
lhs is inverted separately for each term on the right-hand
side of Eq. (1) over a limited domain chosen specifically for
each region. We found that a rectangular domain that

encompassed the region with at least a buffer of one grid
cell in each direction was sufficient for every region. This
was chosen after testing on varying domain sizes and finding
only small differences, even near the edges of the domains.
These choices of spatial boundaries result in the need to
perform 2D matrix operations on arrays ranging from
630 to 7410 points per side. The inversion is done using the
Python package NumPy (Harris et al. 2020), which is quite
suitable for matrix manipulations of the sizes required. We
tested NumPy on analytical functions with known solutions
and the numerical inversions matched well with the known
solutions. We chose to test this method analytically because
there are no QG fields from ERA5 to test our calculated
omega against. Our results do correlate reasonably well
with the reanalysis omega field (though with a lower magni-
tude overall due to the lack of diabatic feedback) with best
results in the Great Plains (GP), Southeast (SE), and North-
east (NE). For each day with extreme precipitation some-
where in a region, the operator is inverted for each of the
advective forcings separately at enough time steps to create
a 36-h window around the event at each grid cell (13 inver-
sions per event for the time resolution of our data).

FIG. 2. The seven regions of similar annual cycle by which our results may be grouped. These regions result from the methodology in
Swenson and Grotjahn (2019) for ERA5 daily precipitation data. Abbreviations for the seven regions are as follows: Great Plains (GP),
Florida (FL), Desert Southwest (DSW), Southeast (SE), Northeast (NE), Pacific Northwest (PNW), and Southwest (SW). The mean an-
nual cycle of precipitation averaged over all grid cells within each region is displayed in the subplot matching the color of the region. The
y axis of these subplots is precipitation amount normalized to the region, with the limits chosen separately to span the normalized data for
that region. The x axis is day of the year with tick marks at the first day of every month.
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The finite differencing used to calculate the derivatives in
Eq. (1) was done using centered second-order differences in
space. Before the inversion operation we smooth each forcing
term using a 3 3 3 Gaussian filter in the horizontal. We use
homogeneous boundary conditions (values of omega outside
the domain are set to zero) at all six boundaries to identify
the contributions to vertical motion from each of the advec-
tive forcing terms. (Our goal is not to capture the full vertical
velocity field. Instead, we use SOM analysis of the QG advec-
tive terms to isolate different types of weather patterns associ-
ated with PEx events.) This isolation is possible because the
lhs operator is linear in omega (Krishnamurti 1968). The up-
per boundary is set at 200 hPa, to roughly approximate the

location of the tropopause. The lower boundary is set at
1000 hPa regardless of topography. This lower boundary condi-
tion is a notable approximation due to the presence of to-
pography over the domain. Where the surface pressure is
below 950 hPa we will be using some extrapolated data from
ERA5 in our finite differences. This extrapolation within ERA5 is
done according to the work of Yessad (2019) (linked from https://
confluence.ecmwf.int/display/CUSF/Atmospheric+variables+
below+model+terrain). The extrapolated fields in such a case
would be horizontal wind and temperature, which are extrap-
olated in different ways. The horizontal winds are assumed
to be constant below the lowest model level while the tem-
perature field follows a more complicated function, the

FIG. 3. These are the nine SOM patterns. In each of the nine panels the upper subpanel is the omega forced by differential vorticity
advection. The lower subpanel is the omega forced by temperature advection. Blue filled contours are negative (upward) omega
(vertical velocity), red filled contours are positive (downward) omega (Pa s21). The green contours indicate the degree to which the
individual member events of each pattern share the sign of the displayed pattern. The contour values are calculated by subtracting
the number of disagreements from agreements and dividing by the total number of events. The contours are at 0.2, 0.33, 0.5, and 0.8.
These correspond to 60%, 66%, 75%, and 90% agreement. The vertical black lines at times 0 and 3 bound the time period the PEx
event is centered on. The color of the title text corresponds to the color bar in Fig. 10. The title also contains the total number of
events that compose each pattern.
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details of which may be found in Yessad (2019). The impact
of this external extrapolation is minimal, partly because
most of the very high topography falls in excluded areas be-
tween the regions we study, and partly because our testing
showed the extrapolations have the effect of reducing the
magnitude of omega toward zero below the terrain surface
while leaving the bulk of each SOM pattern little different
from regions without extrapolation (not shown). A further
consequence of our fixed lower boundary is that upward
motion forced by topography, which can be substantial dur-
ing PEx events (Dai and Nie 2020; Shaevitz et al. 2016), will
not be captured.

The green contours in Fig. 4 are our proxy for detecting
frontal locations in the horizontal map composites. This field
is a thermal frontal parameter (TFP) used by Renard and
Clarke (1965) as well as Catto et al. (2012). This parameter is
defined as the directional derivative of the horizontal gradient of
a scalar thermodynamic variable (t) along its gradient [Eq. (2)].
We chose equivalent potential temperature (ue) at 850 hPa as
our thermodynamic scalar variable, though other choices can be
made. This TFP was selected from among many existing options
[many of which may be found in Hewson (1998)] because it
takes its maximum values along the warm air side of frontal
boundaries, as detailed by Renard and Clarke (1965). Because
Fig. 4 displays composite events, which somewhat smooth sharp

features like fronts, we interpret the areas inside green contours
of Fig. 4 as regions with increased frontal gradient:

TFP 52=|=t| ? =t

|=t| : (2)

4. Analysis of weather patterns for PEx events

Our method of organizing the results is as follows. Our
choice of nine total patterns was made, as described earlier,
without foreknowledge of the types of patterns we might see.
This was done to create a process that was open to novel in-
sights that an unsupervised machine learning process can pro-
vide. Upon reviewing the nine patterns we saw that one of the
key distinctions the SOM made was in the timing of extreme
precipitation relative to the passage of a midlatitude cyclone.
We find a cyclone very close to the PEx grid cell in six of the
nine patterns; four are best described as mature frontal cyclo-
nes (3, 6, 7, and 8) and two show cyclones with apparent oc-
clusions (4 and 5). We group these four and two patterns
together, respectively, for a more concise discussion because
of their similarities. The three remaining patterns are dis-
cussed individually first. During testing of the SOM with
fewer patterns we noticed that for a SOM with five patterns
(not shown) we see close analogs for each of the five groups

FIG. 4. Horizontal composites (308 latitude 3 608 longitude) at time 0 for the member events of each of the omega patterns. Red (blue)
lines correspond to high (low) 300-hPa height anomalies. The blue “L” is the center of the sea level pressure negative anomaly field. The
red “H” is the center of the sea level pressure positive anomaly field. The green contours are of the thermal frontal parameter (Catto and
Pfahl 2013) and are drawn at 0.2, 0.4, 0.6, 0.8, and 1 K km22. The axis of relative maximum corresponds to a frontal feature. The dotted
contours are 3-h precipitation accumulation with contour intervals of 1.5, 3, 6, and 12 mm. The shaded contours are convective available
potential energy (CAPE) in intervals of 250 J kg21. The * symbol indicates the location of the grid cell experiencing the extreme event.
The color of the number in the lower left corresponds to the color bar in Fig. 10.
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(sections 4a–e). This reinforces our assessment of the intra-
group similarity between the frontal cyclone and occluded cy-
clone patterns.

a. Convection: Pattern 0

Pattern 0 (upper-left panel of Fig. 3) has extremely weak
upward motion from both QG terms. The members of this
pattern have by far the weakest agreement on the sign of
omega (green contours of Fig. 3) with only small areas reach-
ing 2/3 agreement. This level of agreement only occurs in the
vorticity driven omega panel. Because the agreement is so
low there is the possibility that large magnitudes of omega are
canceling each other to produce the pattern shown in Fig. 3.
To eliminate this possibility, we looked at the average of the
absolute value of each member event and found that the
members of pattern 0 do indeed have the weakest QG forced
vertical velocity of the nine patterns. Figures 4 and 5 depict a
large horizontal domain (308 latitude 3 608 longitude) com-
posite of the events that make up each pattern. The synoptic
elements of Fig. 4 are consistent with convection as it is some-
times isolated [as in a convection category used by Kunkel
et al. (2012)] shown by the small area enclosed by precipita-
tion contours (dotted contours in Fig. 4). There is also a lack
of any strong upper-level anomaly and CAPE values are the
largest of any pattern (Fig. 4). Additionally, the low-level tem-
perature anomalies are weak, pattern 0 is one of only two pat-
terns without a closed low-level circulation in the anomaly

wind field, and the PEx grid cell is centered within the total
column water (TCW) anomaly (Fig. 5). We also note that the
precipitation field is narrow in time (upper-left panel of
Fig. 6), evidenced by the large drop in both directions from
the middle bar. These factors lead us to categorize this pattern
as convective, possibly triggered by surface fluxes. We do see
a frontal zone (green contours in Fig. 4) so some slow moving
or stationary fronts with weak advection may also be incorpo-
rated into this pattern. A pseudofrontal zone may also appear
because the frontal gradient parameter can be large due to a
strong moisture gradient even where the temperature gradi-
ent is small. Tropical cyclone (TC)-related PEx events are
also very likely to be found in this pattern due to a weaker
QG omega field compared to our other patterns (Fischer et al.
2017).

b. Atmospheric rivers: Pattern 2

Pattern 2, the upper-right panel of Fig. 3, shows very strong
sinking motion from vorticity advection as well as strong rising
motion (mainly below 400 hPa) from temperature advection.
Both motions exist throughout the duration of the pattern in
time, but the strongest upward values are found in the tempera-
ture omega field at low levels between 6 and 3 h before the
event. This pattern has very strong sign agreement between the
members with .75% agreeing on downward motion from
vorticity advection below 500 hPa and upward motion from
temperature advection below 700 hPa. These motions sum

FIG. 5. Horizontal composites (308 latitude 3 608 longitude) at time 0 for each of the omega patterns. Orange (purple) filled contours
correspond to positive (negative) 850-hPa temperature anomalies. The contour interval is 1 K with the 0 contour skipped. Wind barbs
show the direction of the 850-hPa horizontal wind anomalies for areas where the anomalous velocity is greater than 5 m s21. The blue con-
tour indicates that the total column water (TCW) anomaly is greater than 3 mm. The color of the number in the lower left corresponds to
the color bar in Fig. 10.
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to positive (downward) values of omega throughout the time
pressure domain in Fig. 3. This is the only one of the nine pat-
terns to have net downward omega and indicates the presence
of some uncaptured factor causing upward motion during these
types of PEx events. In Fig. 4 the PEx grid cell is northeast of
the midpoint between the upper-level low and high (along the
zero line for 300-hPa height anomalies). Also, the surface low is
northwest of the event, and a frontal zone is located southwest
of the extreme. Pattern 2 is commonly seen in the Pacific North-
west wherein the surface and upper-level low would be near the
Gulf of Alaska with a strong ridge ahead over the Rockies and
a frontal zone trailing to the southwest. Such a pattern during
heavy rain is likely to occur with an atmospheric river (AR)
(Ralph et al. 2017; Zhang et al. 2019; Collow et al. 2020; among
others). Additionally, we see an elongated area of anomalous
moisture and temperature that extends far to the southwest of
the PEx grid cell (Fig. 5). This is accompanied by strong low-
level southwesterly flow along the anomalous areas. This is also
consistent with a phenomenon called “training,” where a line of
heavy precipitation cells moves slowly eastward while the indi-
vidual cells in that line move along the line [typically from
southwest (SW) to NE]. Training can be found in AR events
and can cause severe flooding and damage (Nash and Carvalho
2020) and would be consistent with the wide distribution of pre-
cipitation in time seen in Fig. 6. We believe that the uncaptured
factor causing upward motion in this pattern is orographically
forced ascent. This would be expected during atmospheric river
events and this pattern primarily occurs where the flow would
be up topographic slopes, as shown later. The presence of oro-
graphically forced ascent could be verified in subsequent work
by setting omega at the lower boundary equal to the vertical

velocity forced by the interaction between topography and the
low-level horizontal winds while setting the right-hand side forc-
ings to zero. It is also worth mentioning that the downward mo-
tion forced by vorticity is caused by negative planetary vorticity
advection (increasing with height) and by the tilt of the relative
vorticity field such that there is decreasing vorticity advection
with height at the PEx grid point.

c. A transitional pattern, convection enhanced by
horizontal moisture flux: Pattern 1

We label pattern 1 as a transition pattern for both technical
and meteorological reasons. The SOM organizes patterns by
similarity, placing pattern 1 asmost like patterns 0, 2, and 4. Me-
teorologically, pattern 1 has visibly more in common with pat-
terns 0 and 2 than it does with pattern 4 (Figs. 3–5). The omega
pattern itself bears a striking resemblance to pattern 2, though
of lower magnitude and with less sign agreement (Fig. 3). Mem-
bers of this pattern show very consistent upward motion from
temperature advection but have less agreement in omega from
vorticity than all other patterns except pattern 0. This is despite
having similar composite absolute values of the two omega
fields (not shown). Patterns 1 and 2 look fairly different when
comparing their upper and surface highs and lows (Fig. 4). The
only point of similarity is that in both patterns 1 and 2 the PEx
grid cell is located around the zero contour of the 300-hPa
height anomaly field. By contrast pattern 1 strongly resembles
pattern 0 in terms of upper- and lower-level anomaly fields,
CAPE amount, shape of frontal zone, and precipitation area
(Fig. 4). Patterns 0 and 1 also appear similar in the fields de-
picted in Fig. 5 but the increased size of the warm anomaly leads
to the presence of warm air advection through the PEx grid cell.

FIG. 6. Composite time series of 3-h precipitation for each pattern. Precipitation values below 1 mm are not shown. The composites are cen-
tered on the period from time 0 to time 3. The color of the number in the lower left corresponds to the color bar in Fig. 10.
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This warm air advection has a more southerly flow in pattern 1
compared to a more southwesterly flow in pattern 2. In terms of
the time series of precipitation, (Fig. 6) pattern 1 looks like pat-
tern 0 from 18 h before the event until the event itself and looks
more like pattern 2 from hour 3 onward. Similarly to pattern 2,
the downward motion seen in Fig. 3 is caused by vertical struc-
ture of the flow field that is not shown.

d. Frontal cyclones: Patterns 3, 6, 7, and 8

The members of this “frontal cyclones” group are all char-
acterized by two things in the SOM omega patterns: a transi-
tion from rising to sinking motion forced by temperature
advection near time 0 and rising motion during and after the
event forced by vorticity advection centered near 500 hPa
(Fig. 3). The differences between the patterns in this category
are primarily in the timing of the peak precipitation rate rela-
tive the passage of the frontal cyclone. The associated cold
front shows up distinctly in the omega patterns as the transi-
tion from rising to sinking motion in the temperature advec-
tion subpanels mentioned previously. These differences in
timing are captured, not only in the composite values of
omega, but are also reflected in the areas of maximum sign
agreement among the various members. The key features in
the omega fields (upper-level rising motion due to vorticity
advection and sinking motion due to temperature advection)
each have at least 75% sign agreement. In fact, pattern 3 is
the only frontal cyclone pattern without 90% sign agreement
over some part of these key features. In patterns 3 and 6 the
peak precipitation rate occurs prior to the cold front as judged
by upward omega during the peak period in Fig. 3. However,
in pattern 7 the peak precipitation is found overlapping the
transition from rising to sinking motion and in pattern 8 the
peak precipitation rate happens behind the cold frontal pas-
sage (sinking in the temperature advection subpanel). Unsur-
prisingly, the patterns (7 and 8) with earlier shifts to sinking
motion in the temperature panel (Fig. 3) correspondingly
have more left-skewed precipitation time series (Fig. 6). An-
other difference to note is the much larger amount of CAPE
present in the horizontal composite (Fig. 4) indicating that
pattern 3 is substantially enhanced by convection compared
with the other patterns in this group. Each pattern’s PEx grid
cell is approximately coincident with the center of the surface
low with the center of the upper-level low to the west (Fig. 4).
Additionally, the PEx grid cell falls inside the warm anomaly
along its western edge for each of the frontal cyclone patterns
(Fig. 5).

e. Occluded cyclones: Patterns 4 and 5

These patterns both show distinct maxima in rising motion
forced by temperature advection around 700 hPa followed in
time by one around 300 hPa, as well as strong rising motion
from vorticity advection associated with a cyclone passage
(Fig. 3). The peak precipitation in pattern 4 happens earlier,
relative to the described features, than in pattern 5. This con-
clusion matches with the precipitation rate data in Fig. 6,
which shows significantly less precipitation in the hours after
the peak in pattern 5 compared to pattern 4. In both patterns

peak warm air advection (WAA) shifts from the lower to up-
per levels during the course of the event (the darkest blue
filled contours move to lower pressures with time in Fig. 3),
which is characteristic of the motion of warm sector air form-
ing an occlusion. That tongue of warm sector air moves cy-
clonically around the trough axis while rising; as the whole
system moves across the PEx grid cell, the elevation of the
warm air advection–driven omega increases and includes a
later separate tropopause-level component (Hirschberg and
Fritsch 1991). Both the upward shift in WAA and the peak
positive vorticity advection (PVA) are well agreed upon by
the member events with .75% for the WAA shift and .90%
for the location of the PVA. The horizontal plots of Fig. 4 show
a transition between pattern 4 and pattern 5: for pattern 5 the
PEx grid cell is farther from the identified frontal zone, west of
the surface low center, and northeast of the 300-hPa trough
anomaly. A PEx location at an occluded front would have weak
or no thermal frontal parameter (Catto and Pfahl 2013). This
strengthens our conclusion that the PEx events in pattern 5 are
likely later in the life cycle of the frontal cyclone than the events
in pattern 4 because the frontal activity is farther from the center
of the event. Patterns 4 and 5 also differentiate themselves from
the previous cyclonic category by having a slightly southward tilt
with height in the low pressure anomaly. These patterns may
also include some closed-low type events, characterized by strong
PVA aloft with weaker (than average for this pattern) tempera-
ture advection. Upper-level closed lows without a clear frontal
zone also have upper-level PVA occurring simultaneously with
low-level moisture/temperature advection. These types of events
could also be present in these patterns (especially pattern 4).
These are also the only two patterns with the PEx grid cell inside
the positive relative vorticity anomaly (not shown). Figure 5
shows the distinctive comma shape in precipitable water, which
is also suggestive of an occluded stage not present in other pat-
terns associated with midlatitude cyclones.

5. Geographical distribution of weather types for
extreme precipitation events

The weather patterns identified by the SOM are not uni-
formly distributed, as alluded to in section 4b, nor are the
events uniformly distributed among the nine patterns as can
be seen in Fig. 4. While Figs. 7–9 show the geographical distri-
bution of every SOM pattern, the dominant pattern distribu-
tion is shown in Fig. 10 and the dominant group of patterns is
shown in Fig. 11. Perhaps the most unevenly distributed pat-
tern is pattern 2 (Figs. 7–9). This pattern is found in the west-
ern part of the CONUS more often than the east and a
plurality of these events take place in the Pacific Northwest
region (Fig. 7). They are more common there during winter
(Fig. 8) than summer (Fig. 9) as one would expect for strong
ARs. The strong southwesterly warm air advection and the
orientation of the high and low anomalies discussed earlier
strongly indicates that this group of patterns corresponds to
Pacific coast AR driven events. AR driven precipitation often
occurs in conjunction with upslope flow and the prevalence of
this type of event along the western slopes of the Cascade and
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Rocky Mountain ranges in the Pacific Northwest (upper-right
panel of Fig. 7) would seem to align with that observation.

Pattern 2 is also a common pattern in the northern part of
the Desert Southwest region (southern Colorado, see the
upper-right panel of Fig. 7). This occurs within the path of

the North American monsoon which, as opposed to ARs in
the Pacific Northwest, is a summertime phenomenon in the
Desert Southwest (cf. panel 2 between Figs. 8 and 9). Convec-
tion (pattern 0) remains the most common during summer in
the Desert Southwest (DSW), but the prevalence of patterns 2

FIG. 8. As in Fig. 7, but for the winter months December–February (DJF).

FIG. 7. The number of times between 1980 and 2010 each pattern occurs at each grid cell considered. The color scale is logarithmic and
grid cells with fewer than three total events of a given pattern are displayed as gray. The color of the number in the lower left corresponds
to the color bar in Fig. 10.
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and 1 indicates that PEx there can also be associated with in-
creased low-level moisture transport of the North American
monsoon (NAM). During summer in the DSW there is a lati-
tudinal trend in which pattern dominates: pattern 2 on the
northern end, then the intermediate pattern 1, and finally pat-
tern 0 in the south. Convection dominates the NAM, and the
more northern convection is set off by the higher topography.
For both AR and NAM events linked to this SOM pattern,
the PEx grid cell is not collocated with an approaching upper-
level extratropical cyclone (ETC) center (no upward omega
from vorticity advection) but both show definite low-level
warm, moist air advection. This is an example of how similar,
yet distinct, weather phenomena may end up being part of the
same pattern.

As alluded to earlier, Figs. 8 and 9 show a significant sea-
sonal dependence in the frequency of the nine SOM patterns.
The seasonal dependence differs between patterns. The con-
vective pattern 0 is more prevalent everywhere but the West
Coast during summer (cf. Figs. 8 and 9). Patterns 1 and 2 are
most active during winter in the West Coast regions (Fig. 8).
While pattern 2 happens very rarely in any of the three East
Coast regions (Fig. 7), pattern 1 can be found during both
summer and winter with some regularity in the NE region and
during winter in the SE region. Pattern 1 type events are pre-
dominantly summertime phenomena in the Great Plains and
DSW regions (cf. Figs. 9 and 8). Those seasons and areas with
pattern 2 as the most frequent pattern lie among areas with
pattern 1 as the most frequent (Fig. 10). The frontal cyclone pat-
terns (3, 6, 7, and 8) occur more often in winter (Fig. 8) than
summer (Fig. 9) in the NW, SW, DSW, SE and FL regions. Pat-
terns 3, 6, 7, and 8 occur more frequently during summer in the
GP region. Pattern 3 also occurs more frequently during summer

in the NE region (Fig. 9). The remaining two patterns, 4 and 5
occur more commonly during winter except the northern parts
of the GP and NE regions.

6. Regional climatologies

To visualize the seasonal cycles of the PEx generating pat-
terns we plot the average number of events that belong to each
group of patterns (convection, convection enhanced by horizon-
tal moisture flux, atmospheric rivers, frontal cyclones, and oc-
cluded cyclones) during each month of the year in each region
(Fig. 12). This figure assesses the interregional variations in the
distribution of extreme precipitation generating processes. In
Fig. 12 we see that in almost every region the seasonal cycle of
the total number of extreme events (top of stacked area)
matches well the monthly mean precipitation (black line). The
exception is the Southeast region. The Southeast’s mean precip-
itation and number of PEx events are almost completely out of
phase with one another. Each region’s stacked area is readily
distinguishable from each other region: either by shape, size, or
color. We see that in regions with more mean precipitation in
summer there are relatively more events in our convective pat-
tern (0).

Of the seven regions used (Fig. 2) three experience more
PEx events during summer than any other season: the GP,
DSW, and FL. The annual cycle of precipitation, Fig. 2, is also
larger during those months. Only the NE has the most events
in fall (not shown), albeit with a relatively even spread of PEx
events among the four seasons. The remaining three regions
each have the largest number of events in the winter. These
three regions are the SE, Pacific Northwest (PNW), and SW.
The last of which has more than half of its events during the
winter months. The annual cycle of precipitation in the PNW

FIG. 9. As in Fig. 7, but for the summer months June–August (JJA).
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and SW is also larger during those winter months, but not so for
the SE region. We will classify the GP, DSW, FL, and NE re-
gions as warm season dominated in terms of extreme precipita-
tion. The remaining regions (SE, PNW, and SW) are cold
season dominated for PEx.

Convection is the most common single pattern of PEx an-
nually over the CONUS and with at least one grid cell in ev-
ery region (Fig. 10, top panel) and season. During summer,
convection is the most common event type, of the nine, over
the vast majority of the CONUS, with a few notable exceptions:
annually and during summer, portions of the GP and NE re-
gions have convectively modified frontal cyclone (pattern 3) as
most common.

As noted above, several of the patterns are logically grouped:
4 with 5, and 3 with 6, 7, and 8. When the frequencies of these
groups are examined, Fig. 11, the apparent dominance of con-
vection (pattern 0) is much lessened in favor of the four SOM
patterns composing the frontal cyclone group. Large areas in
both the GP and NE regions have the frontal cyclones group as
their most frequent driver of PEx events overall, and they retain
their status over a subset of these areas even during summer.
This can also be seen in the NE and GP subpanels of Fig. 12.

The PNW is heavily influenced by events with notable hori-
zontal moisture fluxes (patterns 1 and 2), especially during fall
and winter. The coastal area is particularly dominated by pat-
tern 2, which produces an upper-level height field (Fig. 4)

very analogous to the composites made by Gao et al. (2014)
for PEx events along the northern Pacific coast. In their other
regions, the comparison is less clear either because we find a
mix of event types to be influential or because their horizontal
domain differs substantially from ours. The work of Prein and
Mearns (2021) finds ARs to dominate PEx in a very similar
region, but we do not see what this pattern looks like synopti-
cally. Our results find that, during summer, only a scattering
of the PNW grid cells have PEx most frequently caused by cy-
clones and moisture flux while at most locations PEx events
are caused by convection.

The SW experiences more than half of its extreme events
during winter. During winter the most frequent type of event
varies zonally: the west edge is primarily pattern 1, moving
east, inland and southern California PEx events are most fre-
quently driven by frontal cyclones, and farther east, southern
Nevada has a plurality of occluded cyclones (Fig. 11). Our
method implies different timings of the extreme precipitation
relative to the evolution of a weather system. From west to east
the system might advect moisture into the coastal area, develop
a cold front over the central valley and, finally, occlude and de-
cay over southern Nevada. Much of central California during
summer has the most PEx events from occluding or occluded
cyclones whether all nine patterns or only the five groups are
viewed. As mentioned above, these are upper-level closed lows
from cold air aloft which creates potential instability soundings

FIG. 10. (center top) Most frequently occurring pattern at each grid cell over the entire time period. The other pan-
els reflect the same information but for a single season, as indicated in the subtitle. Winter is again months DJF, spring
is MAM, summer is JJA, and fall is SON. The pattern number is indicated by color, which matches the coloring used
in Figs. 3–9, and the label on the color bar.

J OURNAL OF CL IMATE VOLUME 366642

Brought to you by UNIVERSITY OF CALIFORNIA Davis - SERIALS RECORDS SECTION | Unauthenticated | Downloaded 12/23/23 01:19 AM UTC



and triggers thunderstorms beneath. This region is similar to the
California region in Prein and Mearns (2021) mentioned above.
They find that the extreme precipitation in their region is domi-
nated by ARs and cyclones interacting with troughs. The pat-
terns presented share some features with our pattern 2 (AR)
and the six patterns featuring cyclones (3–8), notably the pres-
ence of a strong trough to the west and ridge to the east (see
Fig. 4). Their region extends farther north while ours extends
farther east, which leads to some differences in trough place-
ment between our composite patterns. Dowdy and Catto (2017)
find a transition from extreme precipitation dominated by only
fronts in the western part of our SW region to a regime domi-
nated by mixtures of fronts and convection or by cyclones, fronts,
and convection acting in concert. The top panel of Fig. 11 shows
a similar transition between the area showing frontal cyclones as
the most frequent group to the area with convection, convection/
moisture flux, and occluded cyclones intermingled as the most
frequent types of extreme precipitation. Both Dowdy and Catto
(2017) and this work can identify the same change in regimes but
characterize each regime differently. Kunkel et al. (2012) finds a
region composed of California and Nevada to have extreme pre-
cipitation mostly dominated by extratropical cyclones. In the area
of overlap between Kunkel et al. (2012), Dowdy and Catto
(2017), and this work we all find fronts to play a key role, but the
work of Dowdy and Catto (2017) do not label cyclones as occur-
ring in conjunction with these fronts. This is most likely due to

the different horizontal and temporal scales used to label a cy-
clone as influencing an event.

The GP region sees a clear seasonal cycle to the type of
event that brings PEx. In summer frontal cyclones dominate
the northern middle of the region, surrounded by areas
where convective events are most frequent. Spring and fall
see a relative shift and expansion east and south in the area
dominated by frontal cyclones and the introduction of an
area heavily influenced by occluded cyclones. During winter
much of the region is most frequently the occlusion group
with much of the rest being the frontal cyclone group. Fi-
nally, there is some apparent spill over from the PNW of at-
mospheric river (pattern 2) and convection/moisture fluxes
(pattern 1) in the far northwest corner of the region. The re-
gions from Prein and Mearns (2021) that overlap most of
our GP region are dominated by overlapping cyclone and
trough features in that previous study. This study does not
have an explicit frontal category in their methodology.
Dowdy and Catto (2017) show that area to experience ex-
treme precipitation most frequently due to a front, some-
times in conjunction with another process. This area is also
dominated by frontal extreme precipitation in Kunkel et al.
(2012). Our methodology also finds that frontal cyclones are
the most frequent type of pattern associated with extreme
precipitation (Fig. 11). This broadly agrees with the findings
of all three mentioned studies.

FIG. 11. (center top) As in Fig. 10, but for the most frequently occurring group of patterns at each grid cell over the
entire time period. The other panels reflect the same information but for a single season, as indicated in the subtitles.
Groups are as follows: convection}pattern 0; convection/moisture flux}pattern 1; atmospheric river}pattern 2; oc-
cluded cyclone}patterns 4 and 5; frontal cyclone}patterns 3, 6, 7, and 8.
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The northern tip of the DSW is most influenced by the at-
mospheric river and convection/moisture flux patterns. The
southern part of the DSW is dominated by purely convective
PEx events except during winter, which accounts for only
15% of the annual total of PEx events there. During summer,
when most PEx events occur there, the northern part of the
DSW is most heavily influenced by patterns with substantial
moisture flux. These are mostly pattern 1 with a small area
dominated by pattern 2. During the other three seasons grid
cells in this area have a mixture of frontal cyclone and oc-
cluded type events as the most frequent type. This region
most closely aligns with the lower Colorado region of Prein
and Mearns (2021) where they find extreme precipitation
dominated by “troughing.” However, we find convection to
be the most prevalent pattern overall in the DSW (Fig. 11).
Only the southern part of Colorado, in the extreme north of
the DSW, experiences notable amounts of patterns that could
contain “troughing” (patterns 1 and 2). Dowdy and Catto
(2017) consider this area (the DSW) to be most frequently im-
pacted by thunderstorms, which is analogous to our convec-
tion pattern (pattern 0).

The NE region is strongly influenced by the frontal cyclone
group nearly year round (Fig. 12), with the exception being
convection in the western half during the summer (Fig. 11).
The exact make up of these cyclones changes seasonally, with
winter having the most diverse group of most frequent pat-
terns scattered over the grid cells (Fig. 10). The work of Agel
et al. (2019) finds several different kinds of events caused by
frontal activity over a region similar to our NE region. Their

result seems consistent with our finding of frontal cyclones be-
ing the most frequent type of pattern over most of the region,
as well as the presence of each type of cyclone as the most fre-
quent individual pattern somewhere in the region during winter.
Prein and Mearns (2021) find troughs, cyclones, and tropical
lows to be the dominant processes in various parts of our NE re-
gion. The first two categories line up well with our results, but
we do not distinguish tropical lows from other types of lows or
simple convection, so a comparison is difficult to make. Dowdy
and Catto (2017) classify the most frequent cause of extreme
precipitation in this area to be either associated with fronts and
thunderstorms or with cyclones, fronts, and thunderstorms. Our
NE region spans three of the Kunkel et al. (2012) regions, which
makes the comparison a bit difficult. Yet, each of the Kunkel
et al. (2012) regions sees a significant amount of frontal extreme
precipitation, which agrees with our study.

The SE is a bit of an outlier in terms of seasonality of extreme
precipitation patterns. The region experiences the highest aver-
age daily precipitation in summer (inset of Fig. 2), yet winter
has the most extreme events of any season (Fig. 12), matching
the PEx seasonality found by Gao et al. (2014). This seasonality
follows because while convection occurs more frequently during
the warm season, the frontal cyclone activity creates even more
PEx events during winter and spring months. In contrast, the
annual cycle, Fig. 2 (and black line in Fig. 12), is lowest during
winter and spring. PEx events during the SE summer and fall
are most frequently caused by pattern 0: convection. Spring and
fall have similar distributions of groups in most areas, but the
similarity is least for the SE region (Fig. 11).

FIG. 12. Each panel corresponds to a labeled region and shows a stacked area graph with the average number of events of each type on
the y axis for each month of the year along the x axis. The number of events of each type is represented by the height of the corresponding
color at each month and the y axis associated with this feature ranges from 0 to 65 events per grid cell. The overlayed black line is a
smoothed version of the mean seasonality from Fig. 2, and the y axis associated with this feature ranges from 0 to 0.33 normalized precipi-
tation units.
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The FL region is dominated by the convection pattern annu-
ally and in every season, which agrees with Dowdy and Catto
(2017) finding that thunderstorms are the most frequent cause
of extreme precipitation in FL. This result is easily anticipated
from Figs. 7–9. As mentioned previously, tropical cyclones will
be predominantly found as members of the convective pattern.
The work of Fischer et al. (2017) indicates that the upper-level
QG omega field of a tropical cyclone is highly asymmetric and
somewhat weaker in magnitude relative to our patterns. So, de-
pending on the location of the PEx event relative to the tropical
cyclone center, some additional tropical cyclone related PEx
events may be found in patterns 1 and 3. The presence of those
patterns (0, 1, and 3) in FL during summer and fall (not shown),
as well as the near total lack of other patterns, lends credence to
this idea.

The SE and FL regions are often combined in other studies
of extreme precipitation (Kunkel et al. 2012; Prein and Mearns
2021). Prein and Mearns (2021) find the combined region to be
dominated by tropical low pressure, troughs, and frontal cyclo-
nes. This broadly agrees with the characterization by Kunkel
et al. (2012) that the combined region features tropical cyclones
and fronts with smaller number of events due to either convec-
tion or extratropical cyclones. Dowdy and Catto (2017) find FL
to have thunderstorms as the most frequent driver of extreme
precipitation and the SE to have the combination of thunder-
storms and fronts as the most frequent driver. That combination
aligns with the results shown in Figs. 11 and 12, which show that
convection is very common in both regions, but frontal cyclones
are quite common in the SE, especially in winter and spring. All
of these results are not necessarily in tension with one another
but could simply arise from the different regions considered.

7. Discussion and conclusions

Our method of focusing on the QG or large-scale forcing of
vertical motions associated with PEx is very sensitive to distin-
guishing precipitation events that occur near cyclones (six pat-
terns) and insensitive to different types of triggered convection
(one pattern). At the broadest level this method separates events
with notable QG influences from those without (pattern 0). Of
the remaining eight patterns, six (patterns 3–8) have evidence of
the presence of an extratropical cyclone in the omega field di-
rectly. Another pattern (2) shows a strong cyclonic feature in the
horizontal composite, which is farther from the event than the
previously mentioned patterns. The remaining pattern (1) does
not have a strong upper-level height anomaly and its most nota-
ble feature is the steady upward motion driven by positive tem-
perature advection throughout the event, especially at low levels,
which corresponds with moisture advection from the south in-
ferred from Fig. 5.

The six patterns (3–8) with direct evidence of an extratropi-
cal cyclone are differentiated by the nature of the frontal fea-
ture most active during the peak of precipitation in time.
Patterns 3 and 6 peak in precipitation at least three hours be-
fore the shift from positive to negative temperature advection
occurs locally (the telltale sign of a cold front). This marks
patterns 3 and 6 as including PEx at squall lines ahead of the
front in the warm sector (the area between the warm air edges

of the warm and cold fronts in an ETC). Patterns 7 and 8 both
shift from positive to negative temperature advection between
t 5 0 and t 5 3 h indicating that the PEx is occurring near the
surface low center or along a cold front. When compared to
the “warm sector” patterns 3 and 6, we see that significant
precipitation cuts off 3–6 h earlier in the “cold frontal” pat-
terns 7 and 8 (where the blue bar is not visible in Fig. 6).

The last cyclonic patterns (4 and 5) exhibit a shift in positive
temperature advection from lower to upper levels and show
frontal zones away from the center of the event. This supports
the label “occlusion.” In pattern 5, temperature advection peaks
at low levels well before the PEx onset and is strongest only at
upper levels along with the strong vorticity advection–driven up-
ward motion is what one expects near an occlusion. Such a con-
clusion is also consistent with the synoptic features shown in
Figs. 4 and 5. Pattern 4 has similar properties, but the timing
and relative magnitudes are a little different: there is still dipolar
temperature advection–driven vertical motion along with strong
vorticity advection–driven vertical motion. The positive temper-
ature advection is stronger, and the frontal zone extends closer
to the PEx grid cell in pattern 4 than 5. The similarities lead us
to say that occlusion happens in both cases but the reason for
the label is more clear for pattern 5.

In this paper we have captured and described nine represen-
tative time versus pressure patterns of vertical velocity as they
relate to PEx events over the CONUS. A SOM analysis was
made by focusing on QG-forced vertical velocity. These group-
ings result in familiar large-scale meteorological processes over
the CONUS that broadly agree with previous such studies
where applicable (Agel et al. 2019; Dowdy and Catto 2017; Gao
et al. 2014; Kunkel et al. 2012; Prein and Mearns 2021). One
common thread in our comparisons to these works is that distin-
guishing midlatitude cyclones from their associated fronts is not
a straightforward process. Each group that makes this distinc-
tion does it in a different way and comes to different results.
Our SOM analysis finds multiple different varieties of frontal
and cyclonically driven events while grouping primarily convec-
tive events all together. Our “convective” events have little sig-
nature in the QG forced omega fields but are characterized by
the strongest local CAPE. The other eight patterns all have no-
table QG forced omega signatures, of which the key features
discussed are highly consistent among the members of those
patterns. The nine patterns can be further reduced to five
groups based on the overall synoptics where some of the SOM
patterns are analogous but differ in the timing of the QG forc-
ing. From our analysis we learn where extreme precipitation
arises from strong QG forcings and where these forcings are
largely absent. Only in two regions (FL and DSW) are PEx
events predominantly generated without strong QG forcings,
but even this is only true during summer and fall over the DSW.
In four other regions (GP, NE, PNW, and SW) the fraction of
PEx events generated without strong QG forcings is around one
quarter; most PEx events have strong QG forcing. The South-
east region sits between these two collections of regions as
around 40% of PEx events occur without strong QG forcings.
These results seem consistent with Nie et al. (2020), who found
that, over the CONUS, the precipitation due to diabatic heating
was of similar magnitude to that due to dynamic forcing. In our
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framework the former is represented by pattern 0 having about
one-third of all total events, many more than any other pattern.

This study comes with several caveats. The QG omega equa-
tion itself uses the hydrostatic and geostrophic approximations,
which lead to errors in extratropical cyclones (Pauley and Nieman
1992) and other severe weather systems. Our inversion of the
omega equation works best away from the topography of the
Rocky Mountains, and we neglect vertical motion forced by all
topography. This means that certain instances of extreme precipi-
tation near mountains may go undiagnosed in this study. Our
methodology also does not separate tropical cyclones from other
low pressure systems or isolated convection. Future work within
this framework could use a more complex model of vertical
motions like semigeostrophic theory (Eliassen 1949) or the
full omega equation as in Räisänen (1995). These would be more
accurate but also more complex to implement and interpret.
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